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the transaction between CLI 702 and network management
system 100. in Step 834, after the CLI response message 716
has been transmitted, major row 602 corresponding to CLI
request message 704 in partial response table 600 is deleted.

FIG. 9 further illustrates steps 816-832, the process of
adding and deleting the major and minor rows of partial
response table 600 in response to message elements 400.
The process of FIG. 9 is adapted for handling messages 300
directed to attribute 706 and attribute 708. Characteristic
708 receives message element 400 at step 902. Step 904
determines whether the attribute requested by message ele-
ment 400 is available at characteristic 708. If step 904
determines the attribute is available at characteristic 708,
step 906 fulfills the request by sending a message element
400 containing the data requested to body 206. Step 918
places the data from the message element in parameters list
606 in the major row 602 corresponding to CLI request
message 704.

Step 920 determines whether the outgoing parameters list
606 is complete, after parameters list 606 has been updated
in step 924. The parameters list 606 will be complete after
all of the attribute or action data has been received from
characteristics 706, 708 so that CLI response message 716
may be sent. If parameters list 606 is not complete, the
process continues at step 922 where body 206 wails for

additional message elements sent from characteristic 708. 2

As additional message elements are received from charac-
teristic 708, the data is placed in parameters list 606 at step
918. Since CLI request message 704 may include a request
for data from multiple characteristics, it should be noted that
the process of FIG. 9 may be executed repeatedly for each
CLI request message 704.

If step 920 determines parameters list 606 is complele,
managed object 204 is ready to send CLI response message
716 to CLI 702. Step 924 responds to CLI request message
704 with CLI response message 716. Step 926 deletes major
row 602 from the partial response table 600 because man-
aged object 204 has responded to the original CLI request
message 704. Multiple outstanding request messages to the
managed object 204 will result in multiple major rows 602
in the partial response table 600. Major rows 602 of the
partial response table 600 arc deleted every time managed
object 204 responds to the associated major CLI request
message 704.

If step 904 determines that the attribute data member
requested by the message element 400 received at charac-
teristic 708 must be retrieved from a separate network entity,
step 907 sends a request message element to body 206
requesting managed object request message 710 to body
206. Step 908 creates minor row 604a in response lo step
907. Minor row 604a—604n points to and is pointed to by
major row 602. The basis for the forward and backward
pointers is a hash of the OID 304, XID 302 and ID 402. Step
910 generates managed object request message 710 at
managed object 204. Managed object request message 710
is sent to network element 118 which contains the desired
data members at characteristic 712. Managed object 502 of
network element 118 responds to managed object request
message 710 with the data requested using the same process
that managed object 204 uses to respond to CLI request
message 704, Managed object 502 may formulate additional
request messages to be sent to additional network elements
110-120 or other network entities. When managed object
502 has retrieved or owns all of the data requested by
managed object request message 710, managed object 502
responds with managed object response message 714.

Step 912 receives managed object response message 714

from network element 118, OID 302, XID 304, identify the
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major row 602 of partial response table 600 with which the
managed object response message 714 is associated. ID and
data 3084-308n of managed object response message 714
identify the particular ID 402 of minor rows 604a—604n with
which the managed object response message 714 is associ-
ated. Step 913 deletes the associaled minor row or rows
604a—604» in response 1o received managed object response
message 714. Deletion of minor row 6044 indicates man-
aged object 204 has received a response 1o the managed
object request message 710.

Step 914 parses managed object response message 714
into message elements and passes them to their associated
characteristics 708 at body 206. Step 916 updates charac-
teristic 708 and the data members of attribute 2 at step 916.
Characteristic 708 then fulfills the original message element
request as received in step 902, In the preferred
embodiment, the parameters list 606 is updated by message
clement 400 from characteristic 708. In an alternative
embodiment, the parameters list 606 may be updated after
parsing the managed object response message 714, dircctly
from the data received from managed object 502. After the
data members of characteristic 708 have been updated, flow
control of the process is passed to step 918, and the process
proceeds as described above.

The process of FIG. 9 may be further adapted for subju-
gale messages. Subjugate messages are messages sent in
response 1o response messages. For example, managed
object 204 may send an additional action request message in
response to managed object response message 714. In such
a case, characteristic 708 would receive the message element
containing the data from managed object 502. Characteristic
708 would determine that additional action (i.e., swilching
an additional cross-connect network element) is necessary
and would send an additional message element 400 1o body
206 requesting that an additional managed object request
message be sent to the necessary network element
108a-108n. Another minor row 604b would be created, and
the process repeats itsell until the parameters list 606 is
complete. Upon completion of the parameters list, the CLI
response message 716 is generated and major row 602 is
deleted from partial response table 600. Subjugate action
messages provide for dynamic network configuration man-
agement because network manager 106 is able to change the
implementation of CLI request message 704 depending on
the response messages received from network elements
108a—108n.

The present invention may be implemented using
hardware, software or a combination thereof and may be
implemented in a computer system or other processing
system. In fact, in one embodiment, the invention is directed
toward a computer system capable of carrying out the
functionality described herein. An example computer system
1001 is shown in FIG. 10. The computer system 1001
includes one or more processors, such as processor 1004.
The processor 1004 is connected to a communication bus
1002. Various software embodiments are described in terms
of this example computer system. After reading this
description, it will become apparent to a person skilled in the
relevant art how to implement the invention using other
computer systems and/or computer architectures.

Computer system 1002 also includes a main memory
1006, preferably random access memory (RAM), and can
also include a secondary memory 1008. The secondary
memory 1008 can include, for example, a hard disk drive
1010 and/or a removable storage drive 1012, representing a
lloppy disk drive, a magnetic tape drive, an optical disk
drive, etc. The removable storage drive 1012 reads from
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and/or writes to a removable storage unit 1014 in a well
known manner. Removable storage unit 1014, represents a
floppy disk, magnetic tape, optical disk, etc. which is read by
and written to by removable storage drive 1012, As will be
appreciated, the removable storage unit 1014 includes a
computer usable storage medium having stored therein
computer software and/or data.

In alternative embodiments, secondary memory 1008 may
include other similar means for allowing computer programs
or other instructions to be loaded into computer system
1001. Such means can include, for example, a removable
storage unit 1022 and an interface 1020. Examples of such
can include a program cartridge and cartridge interface (such
as that found in video game devices), a removable memory
chip (such as an EPROM, or PROM) and associated socket,
and other removable storage units 1022 and interfaces 1020
which allow software and data to be transferred from the
removable storage unit 1022 to computer system 1001,

Computer system 1001 can also include a communica-
tions interface 1024. Communications interface 1024 allows
software and data to be transferred between computer sys-
tem 1001 and external devices. Examples of communica-
tions interface 1024 can include a modem, a network inter-
face (such as an Ethernet card), a communications port, a
PCMCIA slot and card, etc. Software and data transferred
via communications interface 1024 are in the form of signals
which can be electronic, electromagnetic, optical or other
signals capable of being received by communications inter-
face 1024. These signals 1026 are provided to communica-
tions interface via a channel 1028. This channel 1028 carries
signals 1026 and can be implemented using wire or cable,
fiber optics, a phone line, a cellular phone link, an RF link
and other communications channels.

In this document, the terms “compuier program medium”
and “computer usable medium” are used to generally refer
to media such as removable storage device 1012, a hard disk
installed in hard disk drive 1010, and signals 1026. These
compuler program products are means for providing soft-
ware lo computer system 1001.

Computer programs (also called computer control logic)
are stored in main memory and/or secondary memory 1008.
Computer programs can also be received via communica-
tions interface 1024. Such computer programs, when
executed, enable the computer system 1001 to perform the
features of the present invention as discussed herein. In
particular, the computer programs, when executed, enable
the processor 1004 to perform the [eatures of the present
invention. Accordingly, such computer programs represent
controllers of the computer system 1001.

In an embodiment where the invention is implemented
using software, the software may be stored in a computer
program product and loaded into computer system 1001
using removable storage drive 1012, hard drive 1010 or
communications interface 1024. The control logic
(software), when executed by the processor 1004, causes the
processor 1004 to perform the functions of the invention as
described herein,

In another embodiment, the invention is implemented
primarily in hardware using, for example, hardware com-
ponents such as application specific integrated circuits
(ASICs). Implementation of the hardware state machine so
as to perform the functions described herein will be apparent
to persons skilled in the relevant ari(s).

In yet another embodiment, the invention is implemented
using a combination of both hardware and software.
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While the invention has been particularly shown and
described with reference to preferred embodiments thereof,
it will be understood by those skilled in the relevant art that
various changes in form and details may be made therein
without departing from the spirit and scope of the invention.

What is claimed is:

1. In a network management system having a network
manager and at least one network element, a message
handling process, comprising the steps of:

receiving a client request, from a client application, at a

first managed object;

determining if said client request can be fulfilled at said

first managed object;

generating a managed object request corresponding to

said client request at said first managed object in
response if said step of determining determines that
said client request can not be fulfilled at first managed
object;

sending said managed object request to a second managed

object;

receiving a managed object response from said second

managed object; generating a client response fulfilling
said client request; and

sending said client response to said client application.

2. In a network management system having a network
manager and at least one network clement, a message
handling system, comprising:

means for receiving a client request, from a client

application, at a first managed object;

means for determining if said client request can be

fulfilled at said first managed object;

means lor generating a managed object request corre-

sponding to said client request at said first managed
object in response if said step of determining deter-
mines that said client request can not be fulfilled at first
managed object;

means for sending said managed object request to a

second managed object;

means for receiving a managed object response from said

second managed object;

generating a client response fulfilling said client request;

and

means for sending said client response to said client

application.

3. In a network management system having a network
manager and at least one network element, a message
handling process, comprising the steps of:

receiving a client request at a first managed object, at least

part of said client request being fulfilled by a second
managed object;

crealing a major row in response to receiving the client

request; and

crealing a minor row associated with a managed object

request sent to said second managed object, said minor

row;

(a) having an index that associates said minor row with
said major row, and

(b) correlating a response to said managed object
request with said client request.

4. In a network management system having a network
manager and at least one network element, a system for
message handling, comprising:

means for receiving a client request at a first managed

object, at least part of said client request being fulfilled
by a second managed object;
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means for creating a major row in response o receiving (a) having an index that associates said minor row with
the client request; and said major row, and _ )
F : ; ; (b) correlating a response to said managed object
means for creating a minor row associated with a man- request with said client request.

aged object request sent to said second managed object,
said minor row; ® ok & * %
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USER PORTAL DEVICE FOR THE WORLD
WIDE WEB TO COMMUNICATE WITH A
WEBSITE SERVER

This is a continuation-in-part of United States Provi-
sional Patent application Ser. No. 60/002,633, filed Aug. 22,
1995, and entitled “The WebBook—A WWW Surf Board”.

BACKGROUND

This invention relates generally to computers and more
particularly to computer based devices which are adapted for
use on distributed network systems.

The World Wide Web (WWW) presents a user friendly
face 1o the large quantities of information and community
present on the Internet.

Currently, general purpose computer hardware and soft-
ware are used lo provide the user access to the WWW. The
user employing this technology must be knowledgeable of
many complex and technical factors that are not necessary if
only WWW access is desired. Also, the user must pay for
general purpose capabilities in his/her hardware and soft-
ware that are unnecessary for WWW access.

The complexities and costs of current technical means of

WWW access creates a knowledge and financial barrier to 2

many who could benefit if a simple and inexpensive means
of access were available.

It is clear that there is a need for a computer based device
which capitalizes upon the strengths of the WWW and other
distributed computer systems utilizing similar technologies.

SUMMARY OF THE INVENTION

This invention creates an improved usage of network and
computer capabilities by positioning the network as the
central element and viewing the various computer based
devices as peripherals to the network. Within this overall
configuration there are three kinds of computer based
peripherals referred to as “user portal devices”, “virtual disk
server” and “web sile server”.

The virtual disk server provides user specific non-volatile
storage for the user portal device through the network so that
physical disk drives are not required on the user portal
device. The web site server is any of the computers con-
nected to the network that respond to stand WWW protocols
and browsers.

The user portal device includes only a rudimentary stand-
alone capability. In the preferred embodiment, the user
portal device contains only read-only-memory (ROM) and
random-access-memory (RAM) and no physical local disk.

In this preferred embodiment, the ROM contains the
initial startup environment and a number of software object
clements (SOEs) which are composed of program code and
data. The SOEs are capable of behaviors which connect to
a virtual disk server for the loading of SOEs maintained by
and for the user. The SOEs executed predominately in the
preferred embodiment’s RAM and form its operating cor-
relation or objects (0OCO).

Without the assistance of a virtual disk server and its
non-volatile storage, the user portal device is unable to form
an OCO sufficiently capable of accessing web site servers
and utilizing their content. In one embodiment of the
invention, however, a physical disk can be locally added to
the user portal device to execute the storage role of the
virtual disk server.

Further, in one embodiment of the invention, the user
portal device is able to obtain additional SOEs from a
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distributed computer system (such as the World Wide Web
or Internet) once its OCO has been sufficiently established to
support the technical protocols needed to effect such an
access. The virtual disk server can be used for further
connectivity to the network or the user portal device can go
directly to a web site server without the virtual disk server’s
further support.

As desired and direct by the user of the user portal device,
SOEs can be preserved in the user’s storage maintained by
the virtual disk server for later use in establishing a [uture
0CO.

The present invention is a special purpose information
appliance specifically designed to access the information
resources of the WWW including SOLs present therein. The
apparatus is a small portable unit consisting of an integral
display and keyboard about the same size as a notebook
computer. In one embodiment the integral display and
keyboard are deleted and an external monitor and keyboard
are used.

Preferably, the basic unit has between 8 and 32 megabytes
of RAM and 1-4 megabytes of ROM. There is no local hard
drive for non-volatile storage unless the user elects to install
such capability.

The base user portal device is essentially useless unless it
is connected to a network having at least a virtual disk
server. The user has access to virtual disk drives that are
independent of the specific user portal device being used.
The provider of the virtual disk server may also elect to
provide other virtual support for legacy operating systems
such as Windows, MacOS and Unix variants should suffi-
cient customers be interested in having these capabilities.

The Central Processing Unit (CPU) of the preferred
embodiment is preferably inexpensive but computationally
powerful. In this embodiment the processor is a stack based
machine (SBM) rather than a register based machine
(RBM). The invention relies on an SBM to effectively
supporl the software technology used for the SOEs (Java)
and to efficiently execute the SOEs forming the OCO.

In the preferred embodiment communication between the
user portal device and the virtual disk server is protected by
encryption. The keys used for this encryption are contained
in a physical token such as a special removable ROM as
indicated by the drawings. When a user connects with the
virtual disk server standard account and password mecha-
nisms are used to identify the user to the virtual disk server.
Alter successful identification the virtual server connects the
user portal device with the encrypted storage maintained for
the user.

Virtual disk information is only realizable in-the-clear at
the user portal device and only if the keys maich those used
to record the virtual disk information. The virtual disk server
is unable to decrypt the user information being maintained
in a virtual disk.

The user portal device has a numerically unique identi-
fication established a manufacturing time. This value is used
by the virtual disk server to deny service to user portal
devices that may have been stolen, misplaced or reported as
destroyed.

The preferred embodiment of this invention includes a
variety of capabilities:

1. The unit is a special purpose device produced only to
exploit the information and SOEs available in the
WWW and similar networks. It is therefore less
expensive, simpler in both construction and operation,
and more efficient than other more general purpose and
complex technical means of utilizing the WWW,
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2. The need for local physical disk drives is removed.
The user saves SOLs and other information without
worrying about data backups or disk space problems.

3. The user’s information is protected and private. By
employing an identity based key approach established
by a physical token, the unit does not require the user
1o use a specific user portal device bul can use any user
portal device as defined by this invention. Local disk
drives that the user may elect to install are also pro-
tected by encryption as well as mirrored by the virtual
disk server. The built-in encryption and data protection
capabilities makes this invention suitable for WWW
based commerce and other sensitive applications.

4. The user portal device’s operation is determined by the
SOEs making up its OCO at any point in time. Because
SOEs are assembled dynamically, application software
updates are transparently applied to the user’s environ-
ment. Also long term enhancements made to the capa-
bilities being oflered by Web site servers can be com-
municated dynamically through the network permitting
users (o remain current with the evolution of WWW
utility.

5. The user portal device will efficiently execute SOEs

because its CPU is a SBM. The software technology 2

underlying the SOEs, Java, is also stack based so the
user portal device will always have a technical perfor-
mance advantage.

6. The user portal device is physically secure because its
cconomic value can be reduced by denial of service
from wirtual disk servers once it reported stolen.
Additionally, information kept on local disk drives is
encrypted so that it will not be compromised if the unit
is lost.

While those of ordinary skill in the art recognize a variety

of configurations for the local computer, the following
describes the specification for the preferred embodiment:

Processor Patriot Scientific (ShBoom), 75-100 mhz;
Memory 4-8 MB DRAM, .5 MB ROM/EPROM:
Video VGA 640 x 280 (Internal 6=7") LCD backlit
(preferably color), VGA 640 x 280 (External -
DB15), NTSC, Video - RCA Phono jack:
Keyboard Internal - elastomer - 64-80 keys, External -
AT standard;
Mouse Internal - Trackpad + 3-button, External -
PS/2 standard 2-button;
Sound Input:  Internal - Stereo Microphones,
External - Stereo miniature
phono jack,
Output: [nternal - Stereo Speakers,

External - Stereo miniature
phono jack, External - Single
channel RCA Phono;

Authentication Dallas Semiconductor *Touch Memory™;

Network Power line or UTP Ethernet;
Expandability 4 Type III PC Cards, 1 SIMM socket;
Power AC Power adapter - 6V 1.0-1.5 A, Battery -

6V 1-2 AH with Motorola Cell phone
compatible connector.

Another embodiment of the invention uses the following
configuration:

Processor Patriot Scientific (ShBoom), 100-150
mHz;

Memory 8-12 MB DRAM, .5 MB ROM/EPROM:

Video SVGA 800 x 600 (External - DB15);

Keyboard External - AT standard;
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-continued

Mouse External - PS/2 standard 2-button;

Sound Input: Internal - Stereo Microphones
External - Stereo miniature
phono jack

Output: Internal - Stereo Speakers

External - Stereo miniature
phono jack

Authentication Dallas Semiconductor “Touch Memory™;

Network UTP Ethernet;

Expandability 4 Type III PC Cards, 1 SIMM socket:

Power AC Power adapter - 6V 1.0-1.5 A.

Still another embodiment uses the following specifica-
tion:

Processor Patriot Scientific (ShBoom), 100-150 mHz;
Memory §=12 MB DRAM, .5 MB ROM/EPROM:
Video SVGA 800 % 600 (Internal 6=7") Color LCD
backlit, SVGA 800 x 600 (External - DB15),
NTSC Video - RCA Phono jack;
Keyboard Internal - elastomer - 6480 keys, External -
AT standard;
Mouse Internal - Trackpad + 3-button, External -
PS/2 standard 2-button;
Sound Input:  Internal - Stereo Microphones
External - Stereo miniature
phono jack,
Output: [nternal - Stereo Speakers
External - Stereo miniature
phono jack
External - Single channel RCA
Phono;

Authentication Dallas Semiconductor “Touch Memory™;

Network Power line or UTP Ethernet;
Expandability 4 Type III PC Cards, 1 SIMM socket;
Power AC Power adapter - 6V 1.0-1.5 A, Baltery -

6V 1-2 AH, Motorola Cell phone compatible
connector.

The invention, together with various embodiments
thereof, will be more fully explained by the attached draw-
ings and the following descriptions.

DRAWINGS IN BRIEF

FIG. 1 is a perspective view of an embodiment of the
invention illustrating its linkage with the World Wide Web.

FIG. 2 is a block diagram of the preferred embodiment’s
electronic interconnection.

FIGS. 3A, 3B, and 3C are frontal, perspective (open), and
perspective (closed) views respectively of the preferred
embodiment of the invention.

FIG. 4 is a frontal view of an alternative embodiment of
the invention.

FIGS. 5A and 5B are schematic and exploded views
respectively of an alternative embodiment of the invention.

FIG. 6A is a flow-chari of the operation of the preferred
local computer.

FIG. 6B is a flow-chart of the operation of the preferred
access provider compulter.

FIG. 6C is a flow-chart of the virtual disk server respond-
ing to a connection.

FIG. 6D is a flow-chart for the operation of the virtual disk
server once a user has been validated.

DESCRIPTION OF FIGURES
FIG. 1 is a perspective view of an embodiment of the
invention illustrating its linkage with the World Wide Web.
Local Computer 10 is easily held by operator 11 and is
connected to the World Wide Web 16 via a PCMCIA device
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(i.e. modem 12) dealing through the Internet Service Pro-
vider (ISP) 17.

Operator 11 identifies himself via key 13 which, in this
embodiment, scans the fingerprint of the user 11 for proper
identification. Other forms of key 13 are obvious to those
having ordinary skill in the art.

Screen 14 is used to visually communicate information to
user 11 while keyboard 15 is used for operator entry of data
and instructions.

Battery 18 provides power for Local Computer 10.

FIG. 2 is a block diagram of the preferred embodiment’s
clectronic interconnection.

Al the center of the operation is CPU 20 which receives
operator data via keyboard 15 once proper operator identi-
fication has been established using data from key 13.

Operational instructions for CPU 20 are utilized from a
variety of sources including Read Only Memory (ROM) 21,
Random Access Memory (RAM) 22, and via communica-
tions 23. Note, no hard-drive is included as data storage
normally associated with an on-board hard-drive is kept on
the ISP 17.

Communications 23 acts as the interface between CPU 20
and the ISP 17. Communications 23, in this embodiment
includes a modem for telephone connection to ISP 17.

Further, Communications 23 also is the interface with
optional keyboard 24 which communicates, in this embodi-
ment using infrared link 25.

This entire system is readily portable and provides quick
and secure access to the World Wide Web.

FIGS. 3A, 3B, and 3C are frontal, perspective (open), and
perspective (closed) views respectively of the preferred
embodiment of the invention.

Local computer 10A has as its primary communication
mechanisms, screen 14A and speakers 33. Operator data is
entered into local computer 10A via keyboard 15A, mouse
31, microphone 34, and pointing device 30.

In this embodiment, keyboard 15A is a membrane type in
which individual keys are activated using a pen tip or other
similar tool.

External data is received via interconnect 12A which
communicates, in the preferred embodiment, via the phone
lines with the access provider computer.

Logging into the access provider computer and for acti-
vating local computer 10A is accomplished via fingerprint
key 13A. Fingerprint key 13A scans the user’s fingerprint
and correlates this to a file which is stored within the
non-volatile memory of the access provider computer. In
one embodiment, the “fingerprint” data serves as a “key” to
de-crypt the data stored within the non-volatile memory.

Battery 18A provides the electrical power for the entire
local computer 10A and is ideally rechargeable.

Cover 32 serves as a cradle (as illustrated in FIG. 3B) and

1

h

20

30

35

4

45

50

also as a protective cover for the face of local computer 10A ™

(as shown in FIG. 3C).

FIG. 4 is a frontal view of an alternative embodiment of
the invention.

This embodiment of the local computer 10B incorporates
the use of screen 14B, speakers 33, microphone 34, pointing
device 30 and authentication/key generation 13A.

This embodiment of the invention also incorporates the
ability to accept keyed input not only from membrane
keyboard 15A but also from a full sized keyboard 45 which
communicates with the local computer 10B via an infrared

link 46. This linkage of a full-sized keyboard 45, in con-

60

65

6

junction with linkage with a full-sized monitor via VGA
output 44, permits the user to easily enter data for use by the
local computer.

In this application, where the user has linked a full sized
monitor and a full sized keyboard, local computer 10B is
able to down-load from the access provider computer (or
from another source on the Internet) software to operate a
variety of programs including: word-processing, spread
sheets, and computer-aided-design. These programs would
not be resident on local computer 10B but would be obtained
when needed and would utilize the non-volatile memory of
the access provider computer.

In this context, the access provider compuler is a com-
puter which is accessible to local computer 10B, whether the
access provider computer is linked via a direct phone line (a
dedicated communications channel) or through the internet/
World Wide Web.

Other attributes of this embodiment include the ability to
accepl external power 40 to either operate the apparatus or
to recharge the internal batteries (not shown).

Game ports 41 permit the local computer 10B to interface
with a varicty of apparatus.

Audio and visual input and output is accomplished in this
embodiment via stereo In/Out 43, TV input 42A and TV
output 42B. These provide another source of communication
from the local computer 10B and the operator as well as
mechanisms for the acceptance of input data which is
storable in the non-volatile memory of the access provider
computer (not shown).

FIGS. 5A and 5B are schematic and exploded views
respectively of an alternative embodiment of the invention.

Referring to FIG. SA, a block diagram of an embodiment
of the invention, communication to and from the unit is
centralized through an Input/Output (I/0) apparatus 52. 1/0
52 accepts data input from a variety of sources including
interconnects PCMCIA 11T 12B, microphones 34, mouse/
trackpad 30A, external mouse and keyboard 46, and the
encryption touch memory 13A. Output from /O 52 is
communicated to speakers 33, the internal VGA driver 53,
external VGA 44, and interconnects 12B.

CPU 50 is preferably a commercially available micropro-
cessor with enhanced capabilities and with extensive com-
puting power. CPU 50 receives and transmits its data for
external use via /O 52. Internally used data is stored in
memory 51 which, in this embodiment, consists only of a
Read-Only-Memory (ROM) and a Random-Access-
Memory (RAM). While the ROM size is kept extremely
modest, preferably at only 512k, the RAM size is extended
to four megabytes to give CPU 50 maximal operating
capabilities.

With reference to FIG. 5B, a view of six different sides of
the alternative embodiment, the location of the various
interconnects is shown.

Speakers 33 and microphones 34 are located on each side
of screen 53. At three corners are located the authentication
keypad 13A, touchpad 30A, and three way mouse 31A.
Below screen 53 is the membrane keyboard 15A.

On both the right and left side panels are located inter-
connects 12B which allow the apparatus to be connected to
a variety of peripheral mechanisms.

The front panel contains a connector 57 for a remote
keyboard to be attached to the computer.

The rear panel includes audio-in connectors 55, audio-out
connectors 56, television-in connector 42A, and television-
oul connector 42B. On/ofl switch 54 is used to start and stop
the machine.



5,964,830

7

FIG. 6A is a flow-chart of the operation of the user portal
device from boot-up to connection with a virtual disk server.
After start 60, the boot-up program 61a is loaded from the
portal ROM 6156 and executed by the portal computer 62.

The boot-up program creates the environment for the
software object elements that make up the operating corre-
lation of objects and loads 63b the initial set of software
object elements 63a from the portal ROM 61b. The boot-up
program then activates the operating correlation of objects
64 which then control the remaining operation of the portal
device. The software object elements are the same kind of
artifacts as the software object elements originating from
cither the virtual disk server or from Web site servers.

In the preferred embodiment, the operating correlation of
objects then obtains the encryption keys 65A stored in the
security token ROM 65B. These keys are used to encrypt
and decrypt the information stored by the virtual disk server
for the user.

The user ID and password are queried from the operator
66 and the connection is then made with the virtual disk
server 67.

FIG. 6B is a flow-chart of the operation of the user portal
device after connection has been made with the virtual disk
Server.

The user portal device operates as a continuation 69 from
the previous operation. That is, a connect is treated as a
restoration of service after an interruption.

Software object elements needed for the operation of the
user portal device are loaded 70 from the user’s virtual disk
71 into the RAM in the portal device 72. These software
object elements are those not already present in the user
portal device or newer elements than those present in the
portal device.

Interaction with Web site servers continues in response 1o
operator actions and preferences 73. Data and software
object elements from this interaction are recorded tempo-
rarily in the portal device RAM 72. Software object ele-
ments compose not only the operating correlation of objects
that act like an operating system for the user portal device
but also provide functionality similar to various conven-
tional application programs such as Web browsers, word
processors, spread sheets and others.

The user portal device continuously presents the state of
its operating correlation of objects to the operator 74.
Updated software object elements and data in the portal
device RAM 75b are store in the virtual disk 75¢ by the
operating correlation in the portal device 75a.

The operating correlation then loops 76 back to the
beginning of FIG. 6B.

FIG. 6C is a flow-chart of the virtual disk server respond-
ing fo a connection.

After start 80, the user 1D is extracted from the connection
request 81 and compared with a list of know users 82. If the
user is not know then the virtual disk server disconnects 83.

If the user ID is known to the virtual disk server, the serial
number of the user portal device is examined 84 to deter-
mine the service level defined for the device. Decision 85
determines if service is to be denied (eg, stolen unit) then the
virtual disk server disconnects 83. If the service level is for
tracking (eg, trying to locate a missing portal device based
on usage) a monitor log is started 86 for the connection and
the connect paramelters (such as originating phone number is
dial-in access is being made) recorded 87.

If the service level is permit or tracking the virtual disk
server then requests the password from the portal device 88.
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The password is check for validity 89 and if it is invalid a
disconnect occurs 83; otherwise, the program connects 90 to
FIG. 6D.

If the password is correct then FIG. 6D applies.

FIG. 6D is a flow-chart for the operation of the virtual disk
server once a user has been validated.

The user is attached to the virtual disk(s) 91. This peruser
non-volatile storage will typically be files on the computer
system hosting the virtual disk server.

Alter attachment, the virtual disk server will await an
input/output event from the user portal device 92. After a
period of time without any event 93, the virtual disk server
will disconnect 94.

If the event type 93 is a wrile it is accompanied by the
encrypted data to be written 95. The data is placed in the
virtual disk of the user 96. If the event type 93 is a read, the
virtual disk server reads the data from the virtual disk 97 and
sends it 1o the user portal device 98.

Alter processing an input-outpul event, the virtual disk
server awaits the next event 92.

In this manner, the operating correlation of objects is
supplemented and increased by interacting with Web site
servers in response o user preferences and operations. The
user portal device grows in capability and utility over time
and is not limited to the software packaged with the portal
device or by the software object elements stored by the
virtual disk server.

It is clear that the present invention creates a highly
improved means for accessing and using the world wide
Web.

What is claimed is:

1. A system of computers comprising:

a) a communication system for transmitting electronic

data from one location to another location;

b) an access provider computer having,

1) a non-volatile memory having stored therein,

A) data defining software programs requiring use of
the non-volatile memory, and,

B) remotely generated data,

2) an access provider operational means for,

A) receiving data from said communication system,

B) communicating selected groupings of said soft-
ware programs and remolely generated data to
said communication system, and,

C) storing in said non-volatile memory, data received
from said communication system as remotely gen-
erated data; and,

¢) a hand-held local computer having,

1) a volatile memory means for storing a software
program,

2) communication means for accessing said communi-
cation system,

3) operator input means for establishing operator gen-
erated data,

4) a local computer operational means for,

A) via said communication means, receiving a
selected software program from the non-volatile
memory of said access provider computer system,

B) storing said selected software program in said
volatile memory means,

() executing said software program in said volatile
memory, and,

D) via said communication means, communicating
selected data generated by said software program
and said operator input means to said access
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provider computer for storage in said non-volatile
memory of said access provider computer.

2. The system according to claim 1 wherein:

a) the non-volatile memory of said access provider com-
puter includes data defining authorized serial numbers,
and identification data; and,

b) the access provider operational means includes means
for comparing received data to said authorized serial
numbers and identification data from said non-volatile
memory means.

3. The system according to claim 2 wherein the local
computer operational means of said hand-held local com-
puter includes means for communicating operator generated
data to said access provider computer via said communica-
tion system.

4. The system according to claim 1 wherein said hand-
held local computer further includes a read-only memory
containing programs and identification data stored therein,
and wherein said operator generated data includes identifi-
cation data stored within said read-only memory.

5. The system according 1o claim 1 further including a
power source contained within said hand-held local com-
puter for powering said volatile memory, said communica-
tions means, and said operational means.

6. The system according to claim 5§ wherein said hand-
held local computer further includes:

a) a visual display apparatus for communication of data

from said operational means to an operator; and,

b) a phone interconnect member for connecting a phone
line to said communication means.

7. The system according to claim 1 wherein said hand- -

held local computer further includes a read-only-memory
containing data indicative of a boot-up program, and
wherein said operational means of said hand-held local
compuler includes means for:

a) installing said boot-up program from said read-only-
memory into said volatile memory; and,

b) executing said boot-up program in said volatile
memory.

8. The system according to claim 7 wherein said volatile
memory and said read-only-memory constitute an entire
data memory of said hand-held local computer.

9. A system of computers comprising:

a) a network of computers providing electronic data;

b) a network communication system for transmitting
clectronic data from one computer to another computer
within said network of computers;

¢) a dedicated communication means for communicating
data [rom a single computer to another single com-
puter;

d) an access provider computer having,

1) a non-volatile memory having stored therein data
defining software programs requiring use of the
non-volatile memory, and remotely generated data,

2) network accessing means for retrieving data from
and communicating data to said network of comput-
ers via said network communication system,

3) an access provider operational means for,

A) receiving and transmitting data from and to said
communication system,

B) communicating sclected groupings of said soft-
ware programs and remotely generated data to a
remole computer via said dedicated communica-
tion means, and,

C) storing in said non-volatile memory, data received
from said dedicated communication means as
remotely generated data; and,
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¢) a hand-held local computer having,
1) a volatile memory for storage of a software program,
2) communication means for accessing said dedicated
communication means,
3) operator input means for establishing operator gen-
erated data, and,
4) a local computer operational means for,

A) via said dedicated communication means, receiv-
ing a selected software program from said access
provider computer system,

B) storing said selected software program in said
volatile memory,

C) executing said software program in said volatile
memory,

D) via said access provider compuler, receiving data
from said network of computers, and,

E) via said dedicated communication means, com-
municating selected data generated by said soft-
ware program, said operator input means, and said
data from said network of computers, to said
access provider computer for storage in said non-
volatile memory of said access provider compulter.

10. The system of computers according to claim 9
wherein:

a) the non-volatile memory of said access provider com-
puter includes data defining authorized serial numbers,
user identifications; and,

b) the access provider operational means of said access
provider computer includes means for comparing
received data from said hand-held local computer to
said authorized serial numbers.

11. The system of computers according to claim 10
wherein the local computer operational means of said hand-
held local computer includes means for communicating
operator generated data to said computer system via said
dedicated communication means.

12. The system of computers according to claim 11
wherein said hand-held local computer further includes a
read-only-memory containing data and programs and
wherein said operator generated data includes identification
data stored within said read-only-memory.

13. The system of computers according to claim 9
wherein said hand-held local computer further includes:

a) a visual display apparatus connected to said operational
means for communicating data from said operational
means o an operator; and,

b) a modem communicating between said operational
means of said hand-held local computer and said dedi-
cated communication means.

14. The system of computers according to claim 9 further
including a read-only-memory containing a boot-up pro-
gram and wherein said operational means includes means
for:

a) installing said boot-up program from said read-only-

memory into said volatile memory; and,

b) executing said boot-up program in said volatile
memory.

15. The system of computers according to claim 14
wherein said volatile memory and said read-only-memory
constitute an entire data memory of said hand-held local
computer.
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message. Alternatively, if the gatekeeper does not review a
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its own set of business rules. Having multiple post offices
with independent sets of business rules allows for distributed
and hierarchical review and gating of the messages. The
system can route any type of data object, and apply the
business rules to such objects in a similar manner.
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AUTOMATED POST OFFICE BASED RULE
ANALYSIS OF E-MAIL MESSAGES AND
OTHER DATA OBJECTS FOR
CONTROLLED DISTRIBUTION IN
NETWORK ENVIRONMENTS

FIELD OF THE INVENTION
The present invention relates generally to electronic mes-
saging systems, and more particularly to electronic messag-
ing systems that enable the application of business commu-
nication policies for controlling distribution of electronic
messages and other data objects.

BACKGROUND OF THE INVENTION

Many corporate organizations have elaborate methods to
control the flow of memorandum, publications, notices, and
other printed information within the organization. An orga-
nization may limit the types of documents employees can
distribute at work, and in some cases, control which persons
within an organization communicate with each other. For
example, the organization may prohibit the distribution of
memoranda to all employees in order to reduce photocopy-
ing costs; it may except this rule for individuals with specific
corporale positions, such as the president or chairman. As
another example, an organization may filter documents that
are to be sent Lo specific persons or departments, or it may
automatically copy (archive) documents distributed by cer-
tain persons or departments. Finally, organizations ordi-
narily have rules that prohibit distribution of certain types of
documents, such as those containing disparaging, sexist, or
profane materials. These various rules are typically docu-
mented as part of the organization’s business communica-
tion policies, and managed by the personnel, human
resources, or other departments.

Most organizations today also use electronic messaging
systems, or e-mail, for inter- and inlra-company communi-
cations. Generally, an e-mail system comprises one or more
post offices, zero or more mail servers and a relatively large
number of e-mail client applications. The post offices are
distribution mechanisms which receive e-mail messages
from client applications (both within the organization and
external thereto) and transfer these e-mail messages to other
post offices associated with the specified recipients, who
again are both within and external to the organization or
system. Conventional post offices operate on a store and
forward model, where an e-mail message is stored only
temporarily for the duration it takes to route the message to
the next post office(s).

In e-mail systems which use mail servers, post offices
deliver incoming messages to a mail server which persis-
tently stores the messages for the recipients. The recipients
access the messages via the client applications. In some
systems where mail servers are not used, the post offices
deliver e-mail messages directly to the client applications.
The e-mail client applications are end-user applications for
creating, reading, and managing a user’s individual e-mail
account.

The fundamental operating paradigm of conventional post
offices and mail servers is unabated delivery, which is
intended to deliver an e-mail message from its sender to its
recipients as directly as possible, with no interference from
other users or administrators. Thus, a conventional post
office receives and routes a message as quickly as possible,
and does not purposely delay routing in order to process or
otherwise delay the message. Existing e-mail protocols, such
as Simple Mail Transfer Protocol (Internet RFC 821), all are
intended 1o operate by unabated delivery.
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With the increasing reliance on e-mail for all types of
corporale communications, il is becoming increasingly
desirable for an organization to be able to define and
automatically enforce communication policies with respect
to the handling of e-mail messages in their e-mail systems.
An organization should be able to define specific business
rules which implement its business communication policies,
and apply these business rules to all e-mail messages on the
e-mail system in order to monitor and control the distribu-
tion and handling of e-mail messages. In particular, it is
desirable to provide such business rules within a post office,
so that the business rules may be applied to all e-mail
messages handled by the post office, regardless of their
origin or destination.

Conventionally, however, organizations have not had the
ability to define and automatically enforce communication
policies with respect to the handling of e-mail messages by
post offices. This is because conventional post offices are
designed to implement existing e¢-mail protocols, which are
based on unabated delivery. As a result these post offices are
not designed to apply business rules to e-mail messages
which either intentionally delay or prohibit delivery of
¢-mail messages. Delayed, intercepted, or prohibited deliv-
ery is antithetical to the unabated delivery concept, and thus,
conventional post offices do not provide this ability.
Similarly, conventional mail servers, which normally only
serve messages to client applications, do not process or
otherwise delay message delivery in order to apply business
rules thereto.

Al best, most available e-mail systems do allow the
individual user of the ¢-mail client application to define how
e-mail messages received or sent by that specific e-mail
client application are to be handled. For example, the user of
an e-mail client application may decide to store e-mail
messages received from particular senders in various mail-
bags or directories. However, conventional e-mail systems
do not enable the organization to define specific business
communication policy based rules for the post office itself to
use in order o control the delivery of e-mail messages. Since
all e-mail messages are received and routed by a post office,
it is desirable to provide such ability directly at the post
office rather than at the individual client application, which
would at best provide only limited, and inconsistent rule
application.

It should be noted that from a technical standpoint,
conventional post offices do employ routing rules for routing
and addressing e-mail messages. These rules however, are
merely physical, data, or transport layer protocol rules
(layers 2, 3, 4 of the OSI model), and describe only the low
level handling of the e-mail message. Control of the delivery
of e-mail messages by the post office itself is at the appli-
cation or session layer (layer 7, 6). Thus, existing low level
filtering rules do not provide the desirable ability to define
business rules which implement business communication
policies for handling e-mail messages.

E-mail messages are but one type of data object which are
communicated over networks. In addition to the use of
e-mail systems, organizations use their internal and external
networks to distribute and route many other types of data
objects, such as database records, forms, application
programs, and so forth. However, there as yet appears no
mechanism by which an organization can control the distri-
bution of such data objects in light of business communi-
cation policies. Accordingly, it is desirable to provide a
generalized data server that includes the ability to define
business rules for handling the distribution of various types
of data objects.
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SUMMARY OF THE INVENTION

The present invention overcomes the deficiencies of con-
ventional systems and provides the beneficial ability to
define business rules that implement business communica-
tion policies for controlling the handling of e-mail messages
and other data objects by a data server. In the present
invention, a data server is an e-mail type post office that
includes the ability to directly distribute any general form of
data in addition to e-mail messages. The present invention
enables the data server to monitor e-mail messages and other
data objects, and to selectively gate, delete, forward, copy,
release, or return e-mail messages and other data objects by
applying the business rules to the messages and data
received at the post office for delivery to others. Gating
messages re-route the e-mail message from its specified
recipients to a gatekeeper at a gatekeeping post office. Here,
the gated message is additionally reviewed (either manually
or automatically) and further processed, which again may
include any of the above actions.

In accordance with one embodiment of the present inven-
tion for distribution of email and related data formats, a post
office includes a receipt engine, a database of business rules,
a rule engine, and a distribution engine. The receipt engine
provides support for conventional e-mail protocols, such as
SMTP or POP, so as to be able to receive e-mail messages
from both internal client e-mail applications, and external
¢-mail systems.

The database of business rules are used to implement
business communication polices of the organization. Each
business rule deseribes a particular action to be applied to an
e-mail message in response to either attributes of the e-mail
message or performance data of the post office. For example,
a business rule may specily actions such as deleting the
e-mail message, gating the e-mail message for further
review, copying the e-mail message, returning the e-mail
message 1o its sender without delivering it, forwarding the
e-mail message 1o a new recipient, or releasing an e-mail
message 1o its specified recipients. The attributes of an
e-mail message which may trigger application of a business
rule include, for example, the size of the e-mail message, the
number of attachments, the size of individual or all
attachments, the text of the message or its subject line, the
inclusion of specific addresses or distribution lists, and other
message-specific attributes. For example, a business rule to
gate an e-mail for further review may be triggered for any
e-mail message that is addressed to the president of the
company. As another example, a business rule that returns an
e-mail message to its sender may be triggered when the
e-mail message or its attachments exceed a certain size, or
that are addressed to a particular distribution list, such as
“All Employees.”

Business rules may also be used at the post office to direct
incoming e-mails to particular employees for further han-
dling. For example, a business rule may forward an e-mail
message from outside of the company to a particular
employee or user (e.g., Marketing Director) when the text of
message matches specific keywords or other properties (e.g.,
text within the message matching product name keywords),
even where the employee is not one of the originally
specified recipients.

These various types of business rules enable the organi-
zation to apply very detailed, automatic control over all
e-mail messages being handled by one or more post offices
in the company’s e-mail system.

Alternatively, a business rule may be triggered by condi-
tions completely external to any particular e-mail message
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being handled, but rather in response to statistical perfor-
mance factors for the post office. For example, a business
rule to defer delivery of an e-mail message may be triggered
when the average throughput of the post office exceeds a
defined threshold. Thus, the business rules may be respon-
sive 1o any discrete factors that reflect the business commu-
nication policies of the organization.

In accordance with the present invention, the rule engine
operates with the database to apply the business rules to each
e-mail message, in order to determine a set of actions (one
or more) to be applied to the e-mail message.

In accordance with another aspect of the present
invention, there are defined “bypass roles” that enable an
e-mail message o be released (delivered) without further
rule application by the rule engine. Bypass roles are asso-
ciated with specific corporate positions, rather than specific
persons (or e-mail addresses). For example, the corporate
position of President may be a bypass role, such that all
e-mail messages from the President are released without
further application of the business rules.

The rule engine provides for each e-mail message it
processes a set of actions to the distribution engine. The
distribution engine is responsible for handling the e-mail
message according 1o the set of actions. These actions may
instruct the distribution engine to release the e-mail
message, gale the e-mail message by delivering it to a
specified gatekeeping post office, delete the e-mail message
without delivering it, return the e-mail message to the
sender, and so forth, as described above. In one embodiment,
cach action has a predefined priority level. The distribution
engine then reviews the set of actions and applies the action
having the highest priority level. For example, assume that
as the result of different business rules being applied by the
rule engine, the set of actions includes both deleting the
message and copying the message. Deleting an e-mail
message may be defined as a higher priority action than
copying the message. Accordingly, the distribution engine
would delete the e-mail message, without copying it.

More particularly, the present invention provides the
ability to gate e-mail messages by altering the delivery of the
¢-mail message from its specified recipients to a gatekeeping
post office, where they are stored for further review and
handling. These gated e-mail messages may be manually
reviewed by a corporate administrator designated as a
gatekeeper, and either released, returned to the sender,
deleted, forwarded, or copied. The gated e-mail messages
may also be automatically processed by an independent set
of business rules, and again various different actions may be
applied. Because each gatekeeping post office may act
independently, it may further gate the e-mail message to yet
another gatekeeping post office. This enables distributed,
network gatekeeping and review of the e-mail messages by
any number of corporate officials designated as gatekeepers.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 is an illustration of a gatekeeping e-mail message
system in accordance with the present invention.

FIG. 2 is an illustration of the software architecture of a
rule enforcing post office.

FIG. 3 is an illustration of the software architecture of a
gatekeeping post office.

FIGS. 4A and 4B are flow diagram of the overall process
of gatekeeping e-mail messages.

FIG. 5 is a flow diagram of the process of defining
business rules within the rule base.



6,073,142

5

FIG. 6 is an illustration of a user interface for selecting
rule enforcing post office to use a checkpoint.

FIG. 7 is an illustration of a user interface for designating
checkpoint bypass roles.

FIG. 8 is an illustration of a user interface for defining
specific business rules.

FIG. 9 is an illustration of a code point model for storing
business rules.

FIG. 10 is an illustration of the data flow within a rule
enforcing post office.

FIG. 11 is an illustration of the data flow within a rule
engine for processing a message using the rule base.

FIG. 12 is a flow diagram of the operation of the evaluator
for evaluating an e-mail message with respect to the rule
base.

FIG. 13 is a flow diagram of the operation of the distri-
bution engine for handling e-mail messages based on the
action list for each message.

FIG. 14 is an illusiration of the structure of a wrapped 2

message.

FIG. 15 is a flow diagram of a process for configuring a
gatekeeping post office.

FIG. 16 is an illustration of a user interface for config-
uring a gatekeeping post office.

FIG. 17 is an illustration of user interface for assigning
organizational roles to gatekeeper roles.

FIG. 18 is an illustration of the operation of the receipt
engine of a gatekeeping post office.

FIG. 19 is an illustration of a user interface for accessing
gated messages in a gatekeeper’s inbox.

FIG. 20 is an illustration of a user interface for reviewing
a gated message.

FIG. 21 is an illustration of a user interface for returning
a gated message 1o its sender.

FIG. 22 is a flow diagram of the operation of the gate-
keeping post office during automatic message processing.

DETAILED DESCRIPTION OF THE
PREFERRED EMBODIMENTS

I. System and Operational Overview

Referring now to FIG. 1 there is shown one embodiment
of a gatekeeping e-mail communication system of the
present invention. An electronic communication system 100
operates on a conventional communications network 104,
which may be a LAN, WAN, MAN, or the Internet.

Communicatively coupled to the network through con-
ventional e-mail protocols, such as SMTP, POP3, and the
like are one or more rule enforcing post offices 102 (“REPO
1027) and one or more gatekeeping post offices 106 (“GPO
106™). In addition, a conventional post office 109 may be
present to provide conventional mail transfer functionality
for transferring e-mail messages to and from the REPOs

102, and GPOs 106. Additionally, conventional mail servers 53

and conventional post office/mail server combinations may
be present.

Communicatively coupled to REPOs 102 are conven-
tional e-mail client applications 110. The e-mail client
applications 110 are capable of generating and receiving
c-mail messages in a conventional manner for individual
users. Users may use the e-mail client applications 110 to
address e-mail messages to other e-mail client applications
110 associated with any of the post offices 109, 102, 106. In
this disclosure the terms “e-mail message” and “message”
are used interchangeably and are intended to have the same
meaning.
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A gatekeeper administration program 108 (“GKADMIN
108”) is used by system administrators to configure the
various REPOs 102 and GPOs 106 of the system. A gate-
keeper interface client 107 (*GKI 1077) is used by indi-
vidual gatekeepers to access and review gated messages. A
gatekeeper is a human administrator assigned a gatekeeper
role and having responsibility for reviewing gated messages.

An organizational database 111 stores organizational
information, including an organizational hierarchy of orga-
nizational roles and the individuals assigned to such roles.
This information is used by the REPOs 102 and GPOs 106
to apply various rules to messages based on the role of the
sender or recipient.

II. Overview of a Rule Enforcing Post Office

A conventional post office acts as a mail transfer agent,
and provides only for mail transfer based on a temporary
store and forward model. A REPO 102 is a post office that,
in addition to conventional functionality for transferring
messages, enforces an organization’s business communica-
tions policies by applying to each e-mail message received
(either from local e-mail clients applications 110 or other
remote post offices) business rules which define actions to be
applied to an e-mail message according to various attributes
of the message or the state of the REPO 102 itself.

Referring now to FIG. 2, there is shown the software
architecture of one embodiment of a REPO 102. A REPO
102 includes functional modules for receiving, processing,
and distributing e-mail messages to and from e-mail client
applications 110 and other post offices (including REPOs
102, GPOs 106, and conventional post offices 109). These
functional modules are provided by a receipt engine 200, a
rule engine 210, and a distribution engine 230, respectively.
Supporting data storage includes a message index 240 and a
message store 250. Also included are a routing engine 220
and routing tables 260.

The receipt engine 200 provides a standard communica-
tion protocol interface (e.g., SMTP, MHS) to other post
offices in order to receive e-mail messages from such post
offices, and from any e-mail client applications 110 directly
associated with the REPO 102. The receipt engine 200
temporarily indexes and stores received messages in the
message index 240 and message store 250 during processing
of the message. The message store 250 generally provides
for temporary storage of message objects for subsequent
distribution by the distribution engine 230. The message
index 240 provides interfaces to the rule engine 210 and the
distribution engine 230 to enable these modules to retrieve
e-mail messages from the message store 250, to enable the
rule engine 210 to access stored messages for processing
prior to any distribution.

The routing engine 220 cooperates with the routing tables
260 in a conventional manner to determine, given recipient
or addressee information of an incoming message, the
proper post office and mail protocols for further delivery of
the message. The routing engine 220 provides the routing
information to the distribution engine 230 when necessary to
continue delivery of the message.

The rule engine 210 operates in conjunction with a rule
base 270 to process incoming messages with business rules
defined in the rule base 270. The rule base 270 stores one or
more sets of business rules. Business rules are input into the
rule base 270 using the GKADMIN 111. In this disclosure,
“business rule” and “rule” are used interchangeably and are
intended to have the same meaning. Each set of business
rules is referred to as a “checkpoint,” and a REPO 102 is
alternatively known as a checkpoint post office. Each busi-
ness rule specifies an action to be applied to a message by
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the distribution engine 230. The actions are output by the
rule engine 210 in the form of an action list which is read and
interpreted by the distribution engine 230.

Instead of operating under the conventional unabated
delivery paradigm, the distribution engine 230 handles
¢-mail messages in accordance with actions specified for the
messages in the action list. The distribution engine 230
supports conventional mail protocols for delivering mes-
sages o other post offices, both conventional and servers
such as the REPO 102 and GPO 106. One of the significant
actions of the distribution engine 230 is to “gate” an e-mail
message by delivering it to one or more GPOs 106 instead
of delivering it to any of the recipients specified by the
sender. This gating action enables administrative review of
the e-mail message by a gatekeeper administrator prior to
any delivery.

A REPO 102 may also include a mail server component,
so that client applications may communicate with the mail
server to receive messages delivered to the REPO 102. In
this embodiment, when the REPO 102 receives a message
for a specified recipient associated with the post office, it
transfers the message to an inbox for the mail server, which
in turn makes the message available to the appropriate mail
client application. In this embodiment, a master table folder
280 is optionally provided that defines, typically for each

user associated with the REPO 102, a collection of folders 2

(also called “mailbags” herein) for indexing stored mes-
sages. In this variation, the message store 250 is used for
persistent storage of messages, enabling them to be served
to client applications by the mail server.

I1I. Overview of a Gatekeeping Post Office

AGPO 106 is a post office that provides for administrative
review and processing ol gated messages. A GPO 106
provides for both manual review by a gatekeeper—a person
designated to review gated messages—and automatic
review and processing using its own set of business rules.
Processing applies various actions to gated messages,
including deleting the message without delivering it to the
specified recipients, relurning a message lo ils sender, copy-
ing a message prior to sending, editing a message, forward-
ing the message 1o a new recipient, and releasing a message
for distribution to its specified recipients. A GPO 106
provides for both immediate execution of these processing
actions or delayed execution. Thus, the primary function of
the GPO 106 operates contrary to the conventional unabated
delivery model by adding an additional processing and
review layer between the sending of the message and its
receipt (if ever) by the originally specified recipients.

There are two basic embodiments of a GPO 106. First, a
GPO 106 may provide only gatekeeping functionality, as a
post office which only receives gated messages, but other-
wise is not used to rule process other messages as does a
REPO 102. Second, a GPO 106 may also include the
functionality of a REPO 102, and receive both gated mes-
sages and non-gated messages, and provide all of the rule
processing functionality of a REPO 102 on such incoming
non-gated messages. For the purposes of this disclosure, this
integrated embodiment will be discussed first.

Referring now to FIG. 3, there is shown one embodiment
of a GPO 106. Like a REPO 102, a GPO 106 includes a
receipt engine 282, a rule engine 283, and a distribution
cngine 284. The GPO 106 extends the functionality of the
receipt engine 282 and distribution engine 284 to handle
messages which have been gated to the GPO 102, including
providing functionality for automatically reviewing mes-
sages.

The receipt engine 282 operates in a manner similar to
that described above to receive messages and to provide
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these messages to other components for indexing, storage,
and processing. Because the GPO 106 receives gated mes-
sages from other post offices, the receipt engine 200 includes
additional functionality for handling gated messages. This
additional functionality includes distinguishing gated mes-
sages from non-galed messages as messages are being
received, and providing gated messages to the inbox of a
gatekeeper while providing non-gated messages to the
receipt engine 282 for rule processing as deseribed above.
Further, the GPO 106 includes additional functionality, for
example, as part of its program executive, to automatically
review messages on a periodic basis and perform defined
actions upon such messages.

The rule engine 210 operates in conjunction with a
gatekeeping rule base 289, which siores a set of business
rules for handling gated messages, and with a rule base 270
as described above for handling non-gated messages. The
rules for the gatekeeping rule base 289 may be different from
the rules applied at one of the REPOs 102 in the rule base
270 of the GPO 106, and in particular can be specifically
adapted by the administrator with the intent of handling
gated messages received from a REPO 102 or other GPOs
106.

To support the receipt and review of gated messages
outside of the conventional delivery paradigm, a GPO 106
provides a galekeeping message index 287 and gatekeeping
message store 288 which is used to store gated messages
prior to review and processing. The gatekeeping message
index 287 and gatekeeping message store 288 arc preferably
separate from the message index 285 and message store 286
used for storing messages during normal rule processing and
transfer. This is because during the gatekeeping phase stor-
age is transient, typically for only as long as necessary o
process the messages. In contrast, the gatekecping message
index 287 and gatekeeping message store 288 are used for
persistent storage of gated messages until reviewed and
processed, which may require storage for extended periods
of time (e.g., 30 days).

FIG. 2 illustrates this embodiment with two distinct
message indices and message stores. A regular message
index 285 indexes all regular (non-gated) messages received
by the GPO 106, which are then stored in the regular
message store 286. Gated messages however are indexed in
a gatekeeping message index 287, and stored in the gate-
keeping message store 288. The GPO 106 distinguishes a
gated message from a non-gated message by whether or not
it is a wrapped message.

Messages in the gatekeeping message index 287 are
categorized into a number of folders for subsequent han-
dling. In this disclosure the term “mailbag” is used inter-
changeably with the term “folder.” The master folder table
290 defines these folders and their parameters. The master
folder table 290 includes an inbox for each gatekeeper, into
which gated messages for that gatekeeper are placed. Useful
folders which may be defined include a return folder, a
delete folder, and a release folder; other folders may also be
created as needed by a gatekeeper. Each folder has a unique
folder ID which is stored with the message in the message
index 240 and a folder name.

In one embodiment, each folder has two time parameters
associated with it: a release date and a retain date. The
release date is the date on which all messages in the folder
are released. The retain date is the date up to which all
messages in the folder are retained, and then deleted on the
specified date. Using these attributes, a gatekeeper can
create any number of folders to release or delete gated
messages after various times. The earliest time parameter is
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always executed first. FIG. 19, for example, shows a release
folder 1902 with a release date of Jun. 1, 1997, and a delete
folder 1904 with a retain date of Sep. 1, 1997.

In another embodiment, more sophisticated processing is
provided with the folders. In this embodiment, each folder
also has a time parameter, and an action associated with the
folder. A folder action is a gatekeeper-defined action to be
applied to the messages in the folder according to the time
parameler. The actions include gating, forwarding, copying,
deleting, or returning the messages. In addition, complex
action sequences may also be defined by a gatekeeper, such
as copying and then deleting messages. This flexible defi-
nition of the folder actions enables a gatekeeper to precisely
control the processing applicd to gated messages.

The time parameters may be either:

1. A delta time: This parameter specifies an amount of
time after which a message in the [older is acted upon
according to the folder action. The delta time is measured by
the GPO 106 relative 1o a timestamp of the message.

2. Atime interval: a periodic time interval for acting upon
messages in the folder. All messages in the folder are acted
upon according to the folder action at the same time upon
expiration of the interval.

3. Fixed time: a specific date and/or time at which all

messages in the folder are acted upon according to the folder 2

action.

Generally, the inbox has a delta time paramelter associated
with it, while the other folders have a time interval param-
eler.

Each folder may also be associated with a gatekeeper role,
which identifies the owner of the folder as the gatekeeper
who created the folder. This allows the gatekeeper who
created the folder to reset the time parameter and action.

An embodiment including two segregated message indi-
ces 285, 287 is desirable because it enables the rule engine
283 and the distribution engine 284 to very quickly distin-
guish gated messages which tend to have relatively long or
persistent storage, from non-gated messages which are
stored only on a temporary basis, without having to use
processing time Lo filter the distinet types of messages from
cach other.

A gatekeeper accesses gated messages through the GKI
107. With this application, the gatekeeper manually reviews
a gated message in an inbox assigned to that gatekeeper, and
either directly acts upon the message to release, return,
delete, copy, or edit the message, or delays disposition of the
message by moving the message with one of the other
folders which will be automatically processed at a later time.
The GKI 107 also supports automatic processing of gated
messages, as further explained below.

The REPOs 102 and the GPOs 106 are preferably imple-
mented as software products executing on conventional
server-class computers, such as Sun Microsystems Inc.’s
SPARC™ based workstations and server, or IBM compat-
ible computers based on Intel Inc.’s Pentium™ processors.
The servers operate in conjunction with conventional oper-
ating systems, such as UNIX™, or Microsoft Corp.’s Win-
dows95™ or WindowNT™,

I'V. Operational Overview

Referring now to FIGS. 4A and 4B, there is shown a
flowgraph of the overall process of processing and gating
e-mail messages in accordance with the present invention.
Operation of an e-mail system in accordance with the
present invention may be understood as having three distinet
phases: rule definition, message processing, and gating.

During the rule definition phase, an administrator or
gatekeeper defines 402 various business rules for handling
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¢-mail messages. In one embodiment, the rules are defined
using the GKADMIN 108 which can directly edit the rule
base of any GPO 106 or REPO 102. The business rules are
preferably consistent with the business communication poli-
cies used by the business, or may extend or modify such
communication policies. These business rules are stored in
the rule base 270 of one or more REPOs 102. In addition,
business rules for handling gated messages are created and
stored in the gatekeeping rule base 289 of one or more GPOs
106. It is anticipated that the business rules stored in the
REPOs 102 will be different in some respect than those
stored in the GPOs 106, since the function of a GPO 106 is
to further process messages that have already once been
processed and gated by a REPO 102,

In addition to defining various business rules for specific
actions to be applied to messages, the administrator may also
define bypass roles. A bypass role is an organizational
position within the organization for which a message from
a sender with a bypass role is passed through a REPO 102
without any other rule processing. For example, the presi-
dent of the company would be a typical bypass role, and all
messages from the president would then not be subject to the
other rule processing or gating operations of a REPO 102,
Thus, bypass roles are used to define the exceptional case of
unabated delivery in the context of the invention. The bypass
roles are defined with respect to company position, and not
with respect to actual user names. This allows a change in
the holder of the bypass role, without the administrator
having to manually redefine the bypass role, as would be the
case if the bypass ability were directly associated with a user
name. The role information for bypass roles is held in the
organizational database 111.

In the message processing phase, the REPOs 102 and
GPOs 106 are operational for receiving and distributing
messages. A message is received 404 at a REPO 102 from
another post office or client application. With the REPO 102,
the receipt engine 200 indexes the message in the message
index 240 and provides it to the rule engine 210. The rule
engine 210 checks 406 whether the sender has a bypass role.
If so, the message is released 408 by the distribution engine
230. The message may be delivered to the specified recipi-
ents at other post offices, or it may be gated at a REPO 102
that does not recognize the particular bypass role.

If the sender of the message does not have a bypass role,
the rule engine 210 processes 410 the message with the
business rules in the rule base 270 to determine the appro-
priate action(s) for handling the message. Typically, at least
one business rule will be satisifed, and thereby specify the
action to be applied to the message. The action is commu-
nicated to the distribution engine 230, which applies 412 the
action to the message. If there are multiple actions, the
distribution engine 230 selects a highest priority action, and
applies it to the message. The distribution engine 230 may
release 408, return 416, gate 418, copy 420, forward 421, or
delete 422 the message. When a message is gated 418, it is
not delivered to its initially specified recipients. Instead, the
galing action specifies a gatekeeper role at a GPO 106 who
is to review the message. Accordingly, the distribution
engine 230 sends the message to this gatekeeper. When a
message is forwarded 421, it is delivered to a new recipient,
typically one other than a specified recipient; the new
recipient is specified by the applicable business rule which
was satisfied.

A REPO 102 operates continuously in this mode of
receiving and processing messages. A GPO 106 which
includes rule processing functionality on incoming mes-
sages also operates in this manner with respect to non-gated
messages.
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The gating phase is applied by a GPO 106 to messages
that have been gated 418 by a REPO 102 or other GPO 106.
A gated message is received 424 at a GPO 106, indexed in
the gatekeeping message index 287 and initially placed in an
inbox for the gatekeeper to whom the message has been
gated.

The present invention provides for two types of gatekeep-
ing review, manual review and automatic review. Each of
these types of reviews may result in actions that are imme-
diately executed, or actions for which execution is delayed.

During manual review, the gatekeeper evaluates 428 any
or all of the messages in the inbox, and may immediately
execute an action on the message, including releasing 430
the message, returning 432 the message to its sender (with
or without an explanation as to why it was returned and not
delivered), deleting 434 the message, copying 436 the
message, and gating the message by forwarding 438 it (o yet
another gatekeeper, or otherwise forwarding 438 the mes-
sage to another recipient for further handling. In addition,
the gatekeeper can edit 440 a message, for example to
remove offensive language, delete an attachment, or the like.
After editing, the gatekeeper can release 430 the message for
further delivery (to the specified recipients or other
recipients), or return 432 it to the sender with an explanation
of why the message was not delivered.

Alternatively, the gatekeeper may decide to delay execu-
tion of an action such that it is applied 1o a set of messages
instead of individually. For delayed execution, the gate-
keeper moves 442 a message to a mailbag which has a
defined time parameter. The mailbag may have a specifically
defined action, such as a release mailbag 444, a return
mailbag 445, a delete mailbag 446, a forward mailbag 447,
or a review mailbag 448, or it may simply have a release and
retain date. The GPO 106 periodically checks the time
parameters of the various mailbags and executes 449 an
appropriate action for each mailbag upon expiration of its
time parameter. For example, a delete mailbag 446 may have
an interval time parameter of 30 days; all messages in this
mailbag are deleted once every 30 days. Alternatively, a
release mailbag 444 may have a specific release date, and the
GPO 106 checks to see if the current date matches the
release date, and if so, releases the messages in the mailbag.
This approach lets a gatekeeper manually review some
messages and immediately act on some messages, while
delaying actions on other messages.

In addition, the gatekeeper may review the message and
not perform any action on it at all, including not releasing the
message. In this instance, the message simply remains in the
gatekeeper’s inbox.

Automatic review is also provided by the GPO 106, for
example as part of its basic functionality or program execu-
tive. For those messages which the gatekeeper does not
evaluate 426 or which remain in the inbox, the GPO 106
operates a daemon process, and periodically wakes up and
processes all messages in the gatekeeper’s inbox. The inbox
has a timer associated with it. Here however, the timer is
treated as relative value, instead of an absolute period. When
a gated message is received, the timer is added to the
message date to define an expiration date for the message.
Thus, each message in the inbox may have the different
expiration date, whereas in cach mailbag, all of the messages
therein will have a same expiration date.

When the GPO 106 traverses the inbox, it checks the
expiration date of each message against the current date to
determine if the message has expired. If the message has
expired, the GPO 106 invokes the rule engine 283, which
processes the message against the rules in the gatekeeping
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rule base 289 to determine an appropriate action. This action
may be any of the actions described above (release, delete,
copy, forward, return). Alternatively, the action may be to
move the message into one of the mailbags, such that the
GPO 106 executes 449 the appropriate action for that
mailbag upon expiration to the time parameter for that
mailbag, as described above.

The operations of the GPO 106 and REPO 102 are
concurrent and independent of each other.

As noted, a gatekeeper at a GPO may manually gate a
message to another GPO 106. Also, a message may be
automatically gated by one GPO 106 to another GPO 106,
where it may be reviewed independently by another
gatekeeper, or again, automatically by that second GPO 106.
This feature allows for either hierarchical or distributed
gatekeeping of messages by any number of independently
operating GPOs. That is, a message may be processed
through a series GPOs 106, cach of which may apply its own
set of rules for processing and further handling the message.
Thus, while a first or second GPO 106 may not delete or
return a message, an nth GPO 106 may in fact delete the
message or simply release it to its specified recipients.

The three phases of rule definition, message processing,
and gating are illustrated in FIGS. 4A and 4B in a linear
fashion, but it is understood that the distinct phases can
operate concurrently with each other. That is, once rules are
defined, the message processing phase operales as ils own
process on any number of REPOs 102. Similarly, the gating
phase occurs concurrently at various GPOs 106. Thus, cach
phase contributes independently to the overall operation of
the system.

The operation of the REPOs 102 and GPOs 106 is here
described with respect 1o e-mail messages. However, the
present invention and the described embodiments are not
limited to processing e-mail messages. The present inven-
tion and the described embodiments also operate on any
other types of data objects that may be distributed over a
network. For example, a data server may be used in an
organization to route data objects such as forms,
spreadsheets, applets, code objects, database information, or
any other type of data directly from a sender to any number
of specified recipients, without being attached to an e-mail
message. The present invention enables the business rules to
be applied to any such data objects at a REPO 102, and
gated, if a rule is satisfied, to a GPO 106 for further review.
For example, a business rule may be defined to return to
sender any code object larger than a specified size, or to gate
forms having a specific data type. This general ability of the
present invention to apply business rules to any type of data
object provides substantial control and flexibility in the
management of corporate communications.

V. Establishing Business Rules

Referring now to FIG. 5, there is shown a flow diagram
of the process of defining business rules for a rule base 270
or GRB. Rule definition proceeds with the administrator
selecting 502 a REPO 102 for using a particular checkpoint
or set of business rules. FIG. 6 illustrates one user interface
600 for selecting a REPO 102, as provided by the GKAD-
MIN 108. Checkpoint field 602 indicates the name of a
selected checkpoint. The post office or post offices which are
available to use the checkpoint are listed in window 604, The
user selects one or more of these post offices to use the
named checkpoint. The business rules defined within the
checkpoint are listed in window 606 so that the administra-
tor can determine the content of the checkpoint.

The administrator then designates 504 the bypass roles
applicable to the checkpoint. The current bypass roles are
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listed in window 608. The administrator defines new bypass
roles by designating various positions within the organiza-
tion. FIG. 7 illustrates a sample user interface 700 for
designating bypass roles. Available roles 702 within the
organization are shown in window 703. To obtain this role
information, the GKADMIN 108 queries the organizational
database 111 for all available roles 702. These roles 702 are
then listed by the GKADMIN 108 in window 703. The
administrator selects one or more of these roles 702 and
moves them over to the assigned bypass roles window 705,
where they are listed as bypass roles 704. The implemen-

n
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rules, destination rules, destination level rules, message
rules, sender rules, and post office rules according to the
property of interest. Tables 1 through 6 describe each of
these rule classes. Each table lists the available operators and
values used to define the rule for each property and aitribute.

TABLE 1

Attachment Rules

tation of bypass roles within the REPO 102 may vary. Inone ~ F7oPery Al Qpeatlos Vel
embodiment, bypass roles are implemented in the same ] ] "
fashion as other business rules, further described below. ARpChIHE. - Tosal onak ranals Novedily,  Spenle
The administrator next defines 506 any number of busi- 15 Ceaicr: o ‘“q““l-' R8s utRier
ness rules for the checkpoint. These rules are stored within O 6004l Greater,
the rule base 270 of the REPO 102 or GPO 106 for which Less
the checkpoint is being defined. Each rule defines a specific Memo count (number  Equals, Not equal,  Specific
action to be taken when an attribute of a message or data of memo Greater or equal, Less  number
object satisfies an operator with respect to a user-defined 20 attachments) or equal, Greater,
value. The attributes may be static attributes of the message, Less
such as message size, identity or number of recipients, File count (number of Fquals, Not equal, Specific
number of destinations, message priority, message 1ype, the file attachments) Greater or equal, Less  number
text of the message, the subject line of the message, number or equal, Greater,
of attachments, or the like. 25 Tase
Attributes may also be defined by performance or statis- Other count (number  Equals, Not equal, Specific
tical attributes of the REPO 102 itself. Useful performance of altachments of, Greater o equal, Less number
or statistical data include the number of messages processed i ke Shiie, G L, Gt
per hourdhy lh}:: post office, the avc{)agc size of messages msiricbr file e
processed per hour, the average number of attachments per 30 Skt aiin: Bl Mat o, Specific
message, largest message size in past hour, largest attach- O o 2 5
: & Rl 2 (total) (total size of all Greater or equal, Less size
ment size, and so forth. Those of skill in the art will : T
: EE attachments) or equal, Greater, i (kilo-
appreciate that many other performance or statistical mea- ; =
sures may be used as attributes for rule processing. o8 ) i es‘}
Each data object has various properties, such as being a 35 Ietecs: amachment rﬁuals-‘ hotogewl,,  (Speaic
message, allachment, and so forth. Each property has a name S \RoSiee Oy e, e xios!
and an attribute. For example, the attachment property of a orequal,; Grégter; i flale-
message has attributes such as the number, size, largest size, Less bytes)
smallest size attachment. Any of the various attributes of a Smallest, attachment  Equals, Not equal, Specific
property can be the basis for an action by the distribution 40 size Greater or equal, Less  size
cnginc 230. or equal, Greater, in (kilo-
Operators include arithmetic operators (=, <, >, _, 2, %) Less bytes)
and content-oriented operators (has does not have; is in: is
not in). Values may be numeric, text, or labels.
TABLE 2
Destination Rules
Property Attribute Operator Value
Destination  Contains list Equal, Not equal Yes or No
Number of recipients  Equals, Not equal, Specific number
Greater or equal, Less
or equal, Grealer,
Less
Number of locations  Equals, Not equal, Specific number
Greater or equal, Less
or equal, Greater,
Less
Distribution list Has, Does not have Specific distribution,
list
Locations Has, Does not have Specific post office
Is In, Is Not In Specific distribution,
list
Role Has, Does not have Specific role
65

Business rules within a checkpoint may be classified (for
purposes of explanation) into various classes: attachment
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TABLE 3

Destination Level Rules

16

Abusiness rule may have multiple conjuncts or disjuncts;
the administrator indicates whether these apply and their
type through buttons 810.

Once the antecedent is defined, the administrator defines
the rule consequent by specifying the action to be applied to

i 5
opesty Alwie  Opemior s " amessage satisfying the antecedent conditions. The action is
Destination, ~ Level name  Equals, Not equal, Specific level specified in action menu 812, and includes, as set forth
Level Greater or equal, Less previously, the actions of releasing, deleting, gating,
or equal, Greater, copying, forwarding, or returning the message. Other user
Last 1o defined actions may also be implemented. A reason 814, a
user input text entry, may be optionally specified. This is
particularly useful when the action is to return the message
TABLE 4 to the sender, or to gate the message, and thereby inform
either the sender or the gatekeeper of the reason(s) why a
Message Rules |5 message was not delivered.
Property  Attribute Opecatar Value ’ Whel_‘e the specified action is to gate l.he message, as
shown in the example of FIG. 8, the administrator specifies
Message  Revisable Equals Yes or No the destination by indicating in the gatekeeper address 816
gzg?f:““al g:ﬂ: Not Equal E{e}:’;\egium_ the destination GPO 106 to receive the message, and the
’ or High 5% particular gatekeeper role within that GPO 106 for review-
Size (in Kb) Equals, Not equal, Specific size ing the message. When the action is executed, the message
Greaterorequal, Less  (In. is delivered to the gatekeeper having the specified role.
s ooyt As indicated by the various possibilities in Tables 1-6,
From/MSG Type Equals, Not equal W ot e there is a large variety of different types of business rules
A Message Lo that may be constructed. Table 7 includes examples of useful
From Program  Equals, Not equal Yes or No ~ business rules for use at a REPO 102:
To Program Equals, Not equal Yes or No
TABLE 7
TABLE 5 s Sample Business Rules
Sender Rules Antecedent Consequent
Praperty Atribute Opemt Value Property Attribute  Operator  Value Action
Sender Role Has, Does not have Specific role Meﬁﬁage blzc S _!00 & }?eturn o Sendcr_ n
Post Office  Equals. Not equal Shecific nost office 35 Message Text Has I‘:‘mducl Forward to Marketing
A o B Py X Dept.
it DI L Attachments Number > 10 Return to Sender
Destination  Role Has President  Gate to Gatekeeper
Sender Role Has President Copy and Release
) ) Server Message > 100 Return to Sender
TABLE 6 40 Load messages
Post Office Rules
) The rules may be internally stored with the rule base 270
Froperty: .Alinbute  Opemibor Valne or gatekeeping rule base 289 by any of a number of useful
Post Office  Messages  Equals, Not equal, Specific number implementing data structures. In one embodiment, the rules
Per Hour Greater or equal, Less 45 may be stored in tables in a relational database.
or equal, Greater, In another embodiment, the rules are encoded in code
Kt IFjﬁﬂs_. Not eqiial, Sipecific:aniber point structures, as more completely describcd_ in “Data
Message Greater or equal, Less Management Using Nested Records And Code Points,” U.S.
Size or equal, Greater, Pat. No. 5,634,123. FIG. 9 illustrates the code point model
Less . 50 for a checkpoint and set of rules. In this embodiment,
k::lg:ﬁ;q i t‘r‘::[]:r g ;l‘l{:ftss Rperific anmbes checkpoints 902 are container records that encapsulate fur-
Size or equal, Grealer, ther containers for rules. Each checkpoint container 902
Less includes checkpoint data 904, for example, specifying the
checkpoint name, the number of rules, number of bypass
FIG. 8 illustrates a sample user interface 800 of the 55 roles, and other check_poinl spccit_ic data. Bypass rple_(lala
GKADMIN 108 for defining business rule. Each rule has a 906 may also be specified using links to the organizational
user-supplied name 802 or description for easily identifying database 111.
the rule. Each rule has an antecedent and a consequent. To Each rule container 908 encapsulates one or more ante-
define the antecedent, the administrator selects the property cedent containers 912 and an action container 922 for the
804 and attribute 803 upon which the rule operates from 4y ryle action. Each antecedent container 912 includes data
drop down menus containing alternatives for these aspects — records for the attribute 914, operator 916, and value 918
of the rule. The admim_.*_;tramr also selects an operator 806 as specified for the rule. The attributes, operators, and actions
appropriate for the designated property the available opera- : £ Ao ’ i
tors are updated by the GKADMIN 108 according to the L "“"COdCd Wl‘th ideatificabon numb‘_::rs, WI:"Ch the I:UI"
selected property and atiribute. The administrator then sup-  €ngine 210 engine uses to decode their specific meaning.
65 There is alsoa value stored 920 indicating whether or not

plies or selects a value 808 of the appropriate type. The
GKADMIN 108 provides for type checking to ensure that
the rule is well formed.

there is another conjunct or disjunct in the rule. The action
container 922 includes the encoded action data 924, and any
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arguments 926, such as destination address for gating or
returning the message.
VI. Applying Business Rules to E-mail Messages

Referring now to FIG. 10, there is shown an illustration of
the data flow within a REPO 102. Processing within a REPO
102 begins with the receipt of message data 201 by the
receipt engine 200. For receiving an e-mail message a
receipt engine 200 provides conventional post office func-
tionality. Generally, the receipt engine 200 establishes a
connection with a client e-mail application or other message
source, and exchanges parameters for initialization of the
data transfer. The receipt engine 200 then receives the
message data 201, Upon completion of the receipt of the
message data 201, the receipt engine 200 terminates the
connection. This process is repeated each time a message is
received.

As the message data 201 is being received, the receipt
engine 200 constructs a message object out of the message
data 201. Each message object has interfaces for accessing
and manipulating data from its header components, message
text, attachment, and other attributes and properties. After
the message object is constructed, the receipt engine 200
passes a handle to the message object to the rule engine 210,
which can then obtain the message object for applying the
rules thereto. The receipt engine 200 also provides the

message object to the message index 240 for indexing and 2

storage in the message store 250.

Some of the messages that a REPO 102 receives may have
already been processed by another REPO 102 and gated for
delivery to a GPO 106. The messages are identified by the
receipt engine 200 as being wrapped messages, and are
provided by the receipt engine 200 directly to the distribu-
tion engine 230 for distribution. Wrapped messages are
further explained below.

The rule engine 210 receives the message from the receipt
engine 200, and processes it using the rules from the
checkpoint assigned to the REPO 102. For each message,
the rule engine 210 generates an action list of one or more
actions 1o be performed by the distribution engine 230 on the
message. The action list may be associated with the message
by an object handle or other association.

The distribution engine 230 traverses the action list for the
message, and applies the action having the highest priority.
Rule Processing

Referring now to FIG. 11, there is shown the data flow
within a rule engine 210 for processing a message. The rule
engine 210 holds references to the rule base 270 for obtain-
ing rules therefrom. The rule engine 210 also holds a
reference to the distribution engine 230 for invoking distri-
bution of a message and passing the distribution engine 230
the action list 1107 for the message.

The rule engine 210 comprises three components, an
attribute resolver 1103, an operand handler 1104, and an
evaluator 1102. The evaluator 1102 controls the overall
evaluation of a message against all rules in a checkpoint. For
each rule, the evaluator 1102 uses the attribute resolver 1103
to determine the attributes of the rule and the corresponding
attributes of the message, and uses the operand handler 1104
to determine whether the aitributes of the message satisfy
the operand and value of the rule. The attribute resolver 1103
returns a new attribute object with its value to the evaluator
1102, and the operand handler 1104 returns a truth value.

Because a message may satisfy any number of rules
within a checkpoint, the evaluator 1102 outputs an action list
object 1107 which stores the actions from those rules that
were satisfied. The action list 1107 includes a message ID
which identifies the message and a list of actions as encoded
values with their optional arguments.
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As noted above, the evaluator 1102 performs a high level
true/false analysis over an entire checkpoint with respect to
a set of rules. Referring to FIG. 12 there is shown a flow
diagram of the operation of the evaluator 1102 for evaluating
a particular message.

The evaluator 1102 receives a handle to the message from
the receipt engine 200. The evaluator 1102 then traverses
1202 the rule base 270 for each checkpoint assigned to il.
For each rule in the checkpoint (1204), the evaluator 1102
evaluates the antecedents of the rule with respect to the
attributes of the message or performance attributes of the
REPO 102. For each antecedent (1206), the evaluator 1102
invokes 1208 the atiribute resolver 1103 and passes in the
rule.

The attribute resolver 1103 is a state machine the calls the
appropriate interface of a rule to obtain an attribute, and
interfaces of a message to obtain an attribute thereof. The
attribute resolver 1103 also holds reference to the receipt
engine 200, the distribution engine 230, and the organiza-
tional database 111 in order to obtain role information, or
other attribute information. The attribute resolver 1103
returns an attribute object which includes the value of the
attribute extracted from the message, or from the distribu-
tion engine 230, and its type.

The attribute resolver 1103 operates as follows: The
attribute resolver 1103 receives a reference to a message
object and a reference 1o a rule object. The attribute resolver
1103 gets the attribute of the rule object. The attribute
resolver 1103 then calls cither the message object or the
distribution engine 230 in order to obtain the appropriate
attribute information. As noted above, the attribute informa-
tion may be external to the rule, such as the performance
data of the distribution engine 230, or other other statistical
data from the post office.

For message attributes, the attribute resolver 1103
requests the message to provide the attribute information for
the specific attribute. For example, the attribute resolver
1103 will determine that the attribute of particular rule is the
“message size.” The attribute resolver 1103 then invokes the
message Lo determine the corresponding attribute informa-
tion from the message. In this example, the attribute resolver
1103 would obtain the size of the message. The attribute
resolver 1103 then stores this message attribute information
in a local cache.

For an aggregate or performance attribute of the distri-
bution engine 230, the attribute resolver 1103 calls the
distribution engine 230 to obtain the required data. For
example, the attribute of the rule may be the server load, in
which case the attribute resolver 1103 calls the distribution
engine 230 to provide this data, which is again stored in a
local cache.

With the attribute information, the attribute resolver 1103
constructs an attribute object that stores the atiribute data
and its type. The attribute resolver 1103 then returns this
attribute object to the evaluator 1102.

For bypass roles, the attribute resolver 1103 invokes the
organizational database 111 to determine the role of a
particular user, and this information is stored in the attribute
object.

After receiving the attribute object from the attribute
resolver 1103, the evaluator 1102 invokes 1208 the operand
handler 1104, and passes the rule and the attribute object to
the operand handler 1104. First, the operand handler 1104
determines whether it is necessary to query the rule object to
obtain more information than is available directly from the
message, such as the uncompressed size of an attachment, an
aggregate value that covers the domain of the message, or
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the run time environment of the REPO 102 or GPO 106. The
operand handler 1104 calls the attribute object to obtain the
value of the attribute. The operand handler 1104 calls the
rule object to obtain the value specified in the rule. The
operand handler 1104 then compares the attribute value with
the rule value using the operand from the rule. If the
comparison is true, the operand handler 1104 returns “true”
to the evaluator 1102, meaning the rule was satisfied.
Otherwise, the operand handler 1104 returns “false.”

For example, assume a rule:

IF message size>100 kb THEN Return message.

Further assume a message with a message size of 50 kb.

Here the attribute resolver 1103 receives the message
object, obtains the message size, and constructs an attribute
object storing the value of “50”, and passes this object back
to the evaluator 1102. The evaluator 1102 calls the operand
handler 1104 with the attribute object and rule object. The
operand handler 1104 calls the rule object and obtains a
value of “100” from the rule, and an operator of *>". The
operand handler 1104 performs the greater than comparison
of 50=100, which evaluates to “false.” This result is returned
to the evaluator 1102 as the evaluation of the current
antecedent.

The evaluator 1102 stores 1212 the result from the oper-

and handler 1104, and then tests 1214 whether the conjunct 2

of the rule is true. If the rule conjunct is true, the evaluator
1102 proceeds with the next antecedent. If the rule conjunct
is not true, the evaluator 1102 proceeds with the next rule,
since the current rule had a false conjunct, and thus failed to
be satisfied.

When all antecedents are evaluated, the evaluator 1102
determines 1216 if all of the antecedents are true. If so, the
evaluator 1102 obtains 1218 the action from the rule and
stores the action in the action list, constructing a new action
list object as necessary. The evaluator 1102 proceeds to
evaluate the next rule.

Once all rules in a checkpoint are evaluated, the evaluator
1102 proceeds with the next checkpoint until done. The
evaluator 1102 then invokes 1220 the distribution engine
230 and passes the action list to it for handling.

Referring to FIG. 4A, bypass role processing 406 is
handled by a set of rules, each of which define a bypass role
in the antecedent, and a release action as the consequent.
These rules are stored in a primary checkpoint which is
evaluated (1202) as the first checkpoint during rule process-
ing by the evaluator 1102.

The operation of the rule engine 210 is equally applicable
to data objects other than e-mail messages, with the rule
engine 210 and its components obtaining the appropriate
attributes of a data object for applying a business rule
thereto.

Action List Processing

Once the evaluator 1102 completes evaluation of a mes-
sage with respect to the rule base 270, and invokes the
distribution engine 230, the distribution engine 230 com-
pletes the processing by applying the actions in the action
list to the message. Relerring now to FIG. 13 there is shown
a flow diagram of the operation of the distribution engine
230 in processing messages.

The distribution engine 230 receives the action list and
message from the rule engine 210. For ecach action in the
action list (1302) the distribution engine 230 determines
1304 the priority of the action Priority information is held in
a separate priority object; each action has a default priority
level which may be adjusted by the administrator. The
default priority levels (highest to lowest) for actions are
ordered follows: Gate, Return, Forward, Copy, Delete,
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Release. The distribution engine 230 calls the priority
object, passing the action from the action list, and obtains the
priority level for the action.

The distribution engine 230 also maintains data for the
current priority level, which is initially set to 0. The distri-
bution engine 230 compares 1306 the current priority level
with the action’s priority level. If the action priority is higher
than the current priority, the distribution engine 230 updates
1308 the current priority with the action priority, and con-
tinues with the next action. If the current priority is higher,
then the distribution engine 230 simply continues.

This process identifies the highest priority action or
actions to be executed. Lower priority actions will not be
executed. For example, if the highest priority action is to
delete the message, then the lower priority release action
will not be executed. Similarly, if the highest priority action
is to gate the message, then there is no reason to copy the
message. Accordingly, the distribution engine 230 deletes
1310 all actions with lower priority than the current priority
level.

The distribution engine 230 then executes 1312 the
remaining actions in the action list, in order.

If the action is “release,” the distribution engine 230
releases 1314 the message, sending it to the next distribution
point for delivery to its specified recipients. It is still possible
that the message will not be delivered to such recipients
because it may be gated by another REPO 102 or GPO 106
within the system. The distribution engine 230 then continue
1312 with the next action in the action list.

If the action is “delete”, the distribution engine 230
deletes 1316 the message, clears the action list and contin-
ues.

If the action is “return”, the distribution engine 230
returns 1318 the message to its sender, clears the action list,
and continues.

If the action is “forward”, the distribution engine 230
forwards 1319 the message to recipients specified in the
action for the applicable rule, clears the action list, and
continues.

If the action is “copy”, the distribution engine 230 copies
1320 the message, and then releases the message for distri-
bution.

Finally, if the action is “gate”, the distribution engine 230
first wraps 1324 the message object and the action list into
a wrapped message. A wrapped message is a special type of
message within the system. FIG. 14 illustrates the structure
of a wrapped message 1402. The wrapped message 1402
contains a distribution list 1414 of all the GPOs 106 that are
to review the message based on the rules that fired. This
distribution information is encoded in the action list, since
cach gate action includes the address of the gatekeeper and
GPO 106 that is to receive the gated message. The last
addressee on this distribution list 1414 is the REPO 102 (or
GPO 106) that is sending the message for gating. The
distribution engine 230 extracts this distribution information
from the action list and stores it in the distribution list 1414.
The usefulness of placing the REPO 102 last on the distri-
bution list 1414 is explained further below.

The wrapped message 1402 also contains a rule history
1416 of the reasons why the message was removed from the
normal distribution stream. Each rule is identified by a rule
ID and a timestamp indicating when the rule was fired. This
information is used by the GKI 107 to inform the gatekeeper
of the reasons the message was gated.

The wrapped message 1402 contains flags 1404 indicating
the status of the message. The wrapped message contains a
flag that indicates that the message should be delivered
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unabated from this point forward to the designated GPO
106. This allows the message to be immediately delivered to
the GPO 106 without further processing.

Finally, the wrapped message 1402 includes the original
message data 1406, including its header 1408, body 1410,
and any attachments 1412.

The flags 1404, distribution list 1414 and rule history
1416 are preferably encoded after the message data 1406; in
this manner these portions of the wrapped message are
ignored by conventional post offices, which deliver the
message in a conventional fashion. Only a REPO 102 or
GPO 106 programmed in accordance with the present inven-
tion processes this wrapper information.

Accordingly, after constructing the wrapped message
1402, the distribution engine 230 distributes 1326 it to the
first GPO 106 on the distribution list 1414.

As noted above, the REPO 102 may itself receive mes-
sages [rom other REPOs 102. If these messages are wrapped
messages, then they have already been gated and need not be
reviewed by the rule engine 210 of the recipient REPO 102.
The flag information in the wrapped messages indicates this
status 1o the receipt engine 200. The receipt engine 200
provides the wrapped message directly to the distribution
engine 230, which exports an interface for directly releasing
4 message.

VII. Gatekeeping at a Gatekeeping Post Office
Configuring the GPO

Referring now to FIG. 15 there is shown a flow chart of
the process of configuring a GPO 106. In one embodiment,
a GPO 106 is configured with the GKADMIN 108, instead
of from within the executable of the GPO 106 itself. This lets
an administrator easily configure any number of GPOs 106
on the network, without having to load and execute each one
individually, which may not always be possible, since some
GPOs 106 will execute on remote computers from the one
being used by the adminisirator.

Configuration generally begins with designating 1502 a
post office as a GPO 106. Any REPO 102 may be designated
as a GPO 106, and operate accordingly. This results in
enabling the extended functionality of the GPO 106. For the
purposes of this disclosure, the REPO 102 becomes a GPO
106 when so configured. The approach provides consider-
able flexibility to the administrator in configuring the mail
system, depending on the performance, server loads, and
other considerations. FIG. 16 illustrates a user interface
1600 from the GKADMIN 108 for designating a post office
as a GPO 106. The administrator checks the “Receives
Gated Messages” box 1602 to designate a REPO 102 as
being a GPO 106. In addition, at any time a GPO 106 may
be changed back to a REPO 102, so that it no longer
provides gatekeeping functionality.

The administrator then specifies 1504 an interval time
parameter and an optional time out action: for example, as
illustrated in FIG. 16, fields 1604 and 1606 respectively, are

the parameters associated with the gatekeeper’s inbox in the 53

GPO 106. The interval time parameter is the number of
minutes, hours, days, or other interval of time for which
gated messages are left in the inbox to allow the gatekeeper
to manually review the messages. This time value is added
to the timestamp of each gated message as it is received at
the GPO 106 to produce an expiration date for the message.
As described above, the expiration date is then used by the
GPO 106 to automatically initiate a further action to be
applied to the message. The optional time out action may be
used to specily the action to be applied to all expired
messages, rather than individual actions as would be applied
from the business rules in the gatekeeping rule base 289.
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The administrator also designates 1506 gatekeeper roles.
These roles are used to determine which members of the
organization will have access to gated messages for further
evaluation and disposition. FIG. 17 illustrates a sample user
interface 1700 of the GKADMIN 108 for designating gate-
keeper roles. An organizational role 1702 is selected, and
associated with a gatekeeper role 1704. The roles used for
assignment are stored in the organizational database 111.
The GKADMIN 108 creates a separale table of gatekeeper
roles and stores this with the GPO 106 being configured.
Receiving Messages

FIG. 18 illustrates the operation of the receipt engine 282
for receiving messages, when a GPO 106 also includes rule
processing functionality for handling non-gated messages.
The gatekeeping rule engine 283 operates 1o receive 1802
both conventional and gated (wrapped) messages from
either conventional post offices, other GPOs 106, or REPOs
102, and processes these messages accordingly for handling
by a gatekeeper (gated messages) or the distribution engine
284 (non-gated messages). The low level operation of the
receipt engine 282 for setting up and receiving a message is
essentially the same as described above. The receipt engine
282 differs in that it performs additional processing on a
gated message.

The receipt engine 282 determines 1804 if the message is
a gated message by whether it contains the additional
wrapper information of the distribution list, flags, and rule
history information. If the message is a gated message, then
the receipt engine 282 provides 1810 the gated message to
the inbox of the gatekeeper to whom the message is
addressed. This gatekeeper can then review the gated mes-
sage at a later point in time. The receipt engine 282 updates
the gatekeeping message index 287, including storing in the
gatekeeping message index 287 the expiration date for the
message, based on the timestamp of the message and upon
the interval time parameter of that particular gatekeeper’s
inbox.

If the message is not gated and hence not wrapped, then
the receipt engine 282 sends 1806 the message to the regular
message index 240 for indexing and storage, and then
invokes 1808 the rule engine 210 to process the message in
the same manner as described above, using the rule base
270. In this manner, wrapped (gated) messages are specifi-
cally diverted from further rule processing at this stage, but
rather, stored in the inbox of the gatekeeper until such time
as they are manually or automatically reviewed.

Manual Review of Gated Messages

Each GPO 106 provides for manual review of messages
by one or more persons having been designated the role of
gatekeepers. At each GPO 106 there may be any number of
assigned gatekeeper administrators (individuals responsible
for reviewing gated messages). When a REPO 102 sends a
gated message, the rule that fires indicates which gatekeeper
is to review the message. The distribution engine 230 of the
REPO 102 sends the message to the GPO 106 associated
with the designated gatekeeper. As noted above, such a gated
message is placed in the inbox of the gatekeeper lor review.

In one embodiment, the gatckeeper accesses gated mes-
sages through a separate utility program, the GKI 107,
operates like a mail client, but includes additional function-
ality. Access through a separate utility program is desirable
because the gatekeeper can thereby access any number of
GPOs 106 for performing manual review of gated messages,
instead of having to execute built-in functionality of each
GPO 106.

When the gatekeeper accesses a message in the inbox, the
GKI 107 automatically unwraps the message and provides



