5.774.357

67

show is usually the same, so that a pattern recognition
system 2505 of the video frame could indicate the presence
of that newscaster. In addition, the satellite photographs,
weather radar, computer generated weather forecast screens,
ete. are often similar for each broadcast. Finally, news
segments, such as “weather” often appear at the same
relative time in the broadcast. Using this information, the
interface could begin recording at a beginning of a news
segment, such as “weather”, stop recording during
commercials, and continue recording after return from
break, on all selected channels. It is noted that the system of
the present invention is intelligent, and may therefore
“learn” either explicitly, or through training. Therefore, if
the system made an error during the process, the user would
define the error to the system, e.g., a substitute newscaster or
rearrangement of news segments, so that the system has a
reduced likelihood of making the same error again. Thus,
while such a system is inherently complex, it poses signifi-
cant advantages for an user. Further, while the system is
complicated, the interface provides simplicity, with induc-
tive reasoning and deductive reasoning.

It is noted that various algorithms and formulae for
pattern recognition, correlation, dala compression,
transforms, etc., are known to those skilled in the art, and are
available in compendiums, such as Netravali, Arun N., and
Haskell, Barry G., “Digital Pictures Representation and
Compression”, Plenum Press, New York (1988); Baxes,
Gregory A., “Digital Signal Processing, A Practical Primer”,
Prentice-Hall, Englewood Cliffs, N.J. (1984); Gonzalez,
Rafael C., “Digital Image Processing”, Addison-Wesley,
Reading, Mass. (1987), and, of a more general nature, Press,
William H. et al, “Numerical Recipes in C The Art of
Scientific Computing”™, Cambridge University Press, 1988,
which are incorporated herein by reference.

A further example of the use of the advanced intelligent :

features of the present invention would be the use of the
system to record, e.g., “live” musical performances. These
occur on many “talk” shows, such as “Tonight Show with
Johnny Carson” (NBC, 11:30 p.m. to 12:30 p.m.,
weeknights), “Saturday Night Live”™ (NBC 11:30 p.m. to
1:00 a.m. Saturday—Sunday), and other shows such as the
“Grammy Awards”. The interface, if requested by the user to
record such performances, would seck to determine their
occurrence by, e.g.: analyzing a broadcast schedule; inter-
acting with the on-line database 2411; and by reference to
the local database 2413. When the interface determines with
high probability that a broadcast will occur, it then monitors
the channel(s) at the indicated time(s), through the plurality
of tuners 2502. In the case of for example, pay-per-view
systems, which incorporate encrypted signals, an
encryption/decryption unit 2509 is provided for decrypting
the transmitted signal for analysis and viewing. This unit
also allows encryption of material in other modes of opera-
tion. During the monitoring, the interface system acquires
the audio and video information being broadcast, through
the signal receiver 2408, and correlates this information with
a known profile of a “live musical performance”, in the
preference and event correlator 2412, This must be distin-
guished from music as a part of, e.g., a soundtrack, as well
as “musicals” which are part of movies and recorded operas,
if these are not desired. Further, music videos may also be
undesirable. When the correlation is high between the broad-
cast and a reference profile of a “live musical performance”,
the system selects the broadcast for retention. In this case,
the information in the intermediate storage 2503 is trans-
ferred to the plant 2507, which includes a permanent storage
device 2508. The intermediate storage 2503 medium is used
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to record a “buffer” segment, so that none of the broadcast
15 lost while the system determines the nature of the broad-
cast. This, of course, allows an extended period for the
determination of the type of broadcast, so that, while real-
time recognition is preferred, it is not absolutely necessary
in order to gain the advantages of the present invention.

Thus, while it is preferable to make a determination in real
time, it is possible to make an ex post facto determination of
the nature of the broadcast program. By using an available
delay, e.g., about 5 to about 300 seconds, or longer, the
reliability of the determination can be greatly increased as
compared to an analysis of a few frames of video data, e.g.,
about 15 to about 300 mS. As stated above, the determina-
tion storage need not be uncompressed nor lossless, so long
as features necessary to determine the character of the
broadcast are present. However, it is preferred that for
broadcast recording, the storage be as accurate as possible,
so that if a compression algorithm is implemented, it be as
lossless as possible. The MPEG II standard would be
applicable in this situation. In a preferred situation, approxi-
mately 5 minutes of broadcast material is analyzed in order
to make a determination of the content. This material is
stored in two media. First, it is stored by normal systems on
video tape. Second, it is received in parallel by the computer
control, where the data is subject to a number of recognition
and characterization processes. These are performed in
parallel and in series, to form an extracted feature storage
matrix.

A preferred method incorporates one or more digital
signal processor based coprocessor elements, which may be
present on, ¢.g., Nubus cards in the Macintosh ci or other
computer type. These elements may be based on C-Cube
CL550 (JPEG compression), American Telephone and Tele-
graph Co. (AT&T) DSP32C, AT&T DSP3210, AMD 29000
series, Motorola DSP 96000ADS, Texas Instruments TMS
32050, etc, or a combination of types. A typical board
containing a DSP is the MacDSP3210 by Spectral Innova-
tions Inc., containing an AT&'T digital signal processor and
an MC68020 Complex Instruction Set Computer (CISC)
processor, and uses Apple Real-time Operating System
Executive (A/ROSE) and Visible Cache Operating System
(VCOS). It is preferred that the processors employed be
optimized for image processing, because of their higher
throughput in the present applications, to process the video
signals, and more general purpose signal processors o
analyze the audio signals, because of the greater availability
of software to analyze audio signals on these processors, as
well as their particular strengths in this area. An array
processor which may be interfaced with a Macintosh is the
Superserver-C available from Pacific Parallel Research Inc.,
incorporating parallel Inmos Transputers. Such an array
processor may be suitable for parallel analysis of the image
segment and classification of its attributes. Pattern
recognition, especially after preprocessing of the data signal
by digital signal processors and image compression engines,
may also be assisted by logical inference engines, such as
FUTURE (Fuzzy Information Processing Turbo Engine) by
The Laboratory for International Fuzzy Engineering (LIFE),
which incorporates multiple Fuzzy Set Processors (FSP),
which are single-instruction, multiple data path (SIMD)
processors. Using a fuzzy logic paradigm, the processing
system may provide a best fit output to a set of inputs more
efficiently than standard computational techniques, and
since the presently desired result requires a “best guess”,
rather than a very accurate determination, the present inter-
face is an appropriate application of this technology. As
noted above, these processors may also serve other functions
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such as voice recognition for the interface, or extracting text
from video transmissions and interpreting it. It is also noted
that, while these coprocessing engines are now costly, the
present emergence of high levels of integration of function-
ality on semiconductor chips, as well as the development of
optical computers will dramatically reduce the cost of imple-
menting this aspect of the present invention; however, the
present state of the art allows the basic functions to be
performed.

It is noted that various methods are available for deter-
mining a relatedness of two sets of data, such as an image
or a representation of an image. These include the determi-
nation of Hausdorll’ distance, fuzzy correlation, arithmetic
correlation, mean square error, neural network “energy”
minimization, covariance, cross correlation, and other
known methods, which may be applied to the raw data or
after a transformation process, such as an Affine
transformation, a Fourier transformation, a warping
transformation, and a color map transformation. Further, it is
emphasized that, in image or pattern recognition sysiems,
there is no need that the entire image be correlated or even
analyzed, nor that any correlation be based on the entirety of
that image analyzed. Further, it is advantageous to allow
redundancy, so that it is nol necessary (o have unique
designations for the various aspects of the data to be
recognized, nor the patierns to be identified as matching the
uncharacterized input data.

The MSHELL from Applied Coherent Technology is a
soltware system that runs on a Mercury MC3200 array
processor, in conjunction with a Data Translation DT2861 or
DT2862. The NDS1000 Development System from Nestor,
Inc., provides image recognition software which runs on a
PC compatible computer and a Data Translation DT2878.
The above mentioned processing hardware and software, as
known, is incorporated herein.

The C-Cube CL550 is fully disclosed in *C-Cube CL550
JPEG Image Compression Processor”, Preliminary Data
Book, August 1991, and addendum dated Nov. 20, 1991,
incorporated herein by reference, and products incorporating
the CL550 include the JPEG Video Development Kit (ISA
bus card with Chips and Technologies PC video 82C9001A
Video Window Controller), and the C-Cube CL550 Devel-
opment Board/PC for Industry Standard Adapter (ISA, the
IBM-PC bus standard) Bus (CL330, for use with Truevision
TARGA-16 or AT Vista cards) or for NuBus (Macintosh).
The so-called C-Cube “CL950” (unofficially announced) is
a MPEG decoder device. Such a device as the CL950 may
be particularly useful for use in the present VCR for repro-
ducing compressed program material, which may be com-
pressed by the present apparatus, or may be used for
decompressing pre-compressed program material,

It is noted that all functions of a VCR would also be
simplified by the use of such powerful processors, and thus
it is not only these advanced functions which are facilitated
by the processors. It is also noted that these image recog-
nition functions need not necessarily all be executed local to
the user, and may in fact be centralized. This would be
advantageous for two reasons: first, the user need not have
an entire system of hardware in the VCR, and second, many
of the operations which must be performed are common to
a number of users, so that there is a net efficiency to be
gained.

EXAMPLE 3

The interface of the present invention incorporates an
intelligent user interface level determination. This function
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analyzes the quality of the user input, rather than its content.
Thus, this differs from the normal interface user level
determination which requires an explicit entry of the desired
user level, which is maintained throughout the interface until
explicitly changed. The present interface may incorporate
the “smart screen” feature discussed above, which may,
through its analysis of the past user interaction with the
interface predict the predicted user input function. Thus, the
predictive aspects of Example 1 may be considered a species
of the intelligent user level interface of Example 2.
However, the following betier serves to define this aspect of
the invention.

The input device, in addition to defining a desired
command, also provides certain information about the user
which has heretofore been generally ignored or intentionally
removed. With respect to a two-dimensional input device,
such as a mouse, trackball, joystick, etc., this information
includes a velocity component, an efliciency of input, an
accuracy of input, an interruption of input, and a high
frequency component of input. This system is shown sche-
matically in FIG. 21, which has a speed detector 2104, a path
optimization detector 2105, a selection quality detector
2106, a current programming status 2108, an error counter
2109, a cancel counter 2110, a high frequency signal com-
ponent detector 2112, an accuracy detector 2113 and a
physio-dynamic optimization detector 2114, In addition,
FIG. 21 also shows that the interface also uses a past user
history 2107, an explicit user level choice 2111 and an
explicit help request 2115.

This list is not exclusive, and is somewhat dependent on
the characteristics of the specific input device. For a mouse,
trackball, or other like device, the velocity or speed com-
ponent refers to the speed of movement of the sensing
element, i.e. the rotating ball. This may also be direction
sensitive, i.e., velocity vector. It is inferred that, all other
things being equal, the higher the velocity, the higher the
likelihood that the user “knows™ what he is doing.

The efficiency of input refers to two aspects of the user
interface. First, it refers to the selection of that choice which
most simply leads to the selection of the desired selection.
For example, if “noon” is an available choice along with
direct entry of numbers, then the selection of “noon” instead
of *12:00 p.m.” would be more efficient. The second aspect
of efficiency has to do with the path taken by the user in
moving a menu selection cursor {rom a current position (o a
desired position. For example, a random curve or swiggle
between locations is less efficient than a straight line. This
effect is limited, and must be analyzed in conjunction with
the amount of time it takes to move from one location of a
cursor on the screen to another; if the speed of movement is
very rapid, i.e. less than about 400 mS for a full screen
length movement, then an inefficiency in path is likely due
1o the momentum of the mouse and hand, momentum of the
rolling ball, or a physiological arc of a joint. This aspect is
detected by the physio-dynamic optimization detector 2114.
Thus, only if the movement is slow, deliberate, and
inefficient, should this factor weigh heavily. It is noted that
arcs of movement, as well as uncritical damping of move-
ment around the terminal position may be more efficient, and
a straight path actually inefficient, so that the interface may
act accordingly where indicated. Thus, an “efficient™ move-
ment would indicate an user who may work at a high level,
and conversely, an inefficient movement would indicate a
user who should be presented with simpler choices.

Likewise, if a movement is abrupt or interrupted, yet
follows an efficient path, this would indicate a probable need
for a lower user interface level. This would be detected in a
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number of elements shown in FIG. 21, the speed detector
2104, a high frequency signal component detector 2112, an
accuracy detector 2113 and a physio-dynamic optimization
detector 2114. In addition, FIG. 21 also shows the use of a
past user history 2107, an explicit user level choice 2111 and
an explicit help request 2115.

‘While the interface may incorporate screen buttons which
are smarl, i.e. those which intelligently resolve ambiguous
end locations, the accuracy of the endpoint is another factor
in determining the probable level of the user. Thus, for
example, if a 14" color monitor screen is used, having a
resolution of 640 by 480 pixels, an accurate endpoint
location would be within a central area of a screen button of
size about 0.3" by about 1.0", would be an area of about
0.25" by about 0.75". A cursor location outside this location,
but inside the screen button confines would indicate an
average user, while a cursor location outside the screen
button may be inferred to indicate the button, with an
indication that the user is less experienced in using the
pointing device.

Finally, in addition to the efficiency of the path of the
cursor pointing device, a high frequency component may be
extracted from the pointer signal by the high frequency
signal component detector 2112, which would indicate a
physical infirmity of the user (tremor), a distraction in using
the interface, indecision in use, or environmental distur-
bance such as vibration. In this case, the presence of a large
amount of high frequency signal indicates that, at least, the
cursor movement is likely to be inaccurate, and possibly that
the user desires a lower user level. While this is ambiguous
based on the high frequency signal content alone, in con-
junction with the other indicia, it may be interpreted. If, for
example, the jitter is due to environmental vibrations, and
the user is actually a high level user, then the response of the
user level adjust system would be to provide a screen display
with a lowered required accuracy of cursor placement,
without necessarily qualitatively reducing the implied user
level of the presented choices, thus, it would have an impact
on the display simplification 2103, with only the necessary
changes in the current user level 2101.

It is noted that, the adaptive user level interface is of use
in uncontrolled environments, such as in a moving vehicle,
especially for use by a driver. An intelligent system of the
present invention would allow the driver of such a vehicle to
execute control sequences, which may compensate for the
limited ability to interact with an interface while driving.
Thus, the driver need not explicitly control all individual
clements, because the driver is assisted by an intelligent
interface. Thus, for example, if it begins raining, the inter-
face would predict the windshield wipers should be
actuated, the windows and any roof opening closed, and
possibly the headlights activated. Thus, the driver could
immediately assent to these actions, without individually
actuating each control. In such a case, the screen interface
would provide a small number of choices, which may be
simply selected. Further, under such conditions, there would
likely be a large amount of jitter from the input device,
which would be filtered to ease menu selection. Further, this
jitter would indicate an unstable environment condition,
which would cause the interface to present an appropriate
display.

Likewise, the present interface could be used to control
complex telecommunications functions of advanced tele-
phone and telecommunications equipment. In such a case,
the user display interface would be a video display, or a flat
panel display, such as an LCD display. The interface would
hierarchically present the available choices to the user, based
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on a probability of selection by the user. The input device
would be, for example, a small track ball near the keypad.
Thus, simple telephone dialing would not be substantially
impeded, while complex functions, such as call diversion,
automated teledictation control, complex conferencing,
caller identification-database interaction, and videotel
systems, could easily be performed.

EXAMPLE 4

Another aspect of the present invention relates to the
cataloging and indexing of the contents of a storage medium.
While random access media normally incorporate a direc-
tory of entries on a disk, and devices such as optical juke
boxes normally are used in conjunction with software that
indexes the contents of the available disks, serial access
mass storage devices, such as magnetic tape, do not usually
employ an index; therefore, the entire tape must be searched
in order to locate a specific selection.

In the present invention, an area of the tape, preferable at
the beginning of the tape or at multiple locations therein, is
encoded to hold information relating to the contents of the
tape. This encoding is shown in FIG. 19, which shows a data
format for the information. This format has an identifying
header 1901, a unique tape identifier 1902, an entry identi-
fier 1903, a start time 1904, an cnd time 1905 and/or a
duration 1906, a date code 1907, a channel code 1908,
descriptive information 1909 of the described entry, which
may include recording parameters and actual recorded loca-
tions on the tape, as well as a title or episode identifying
information, which may be a fixed or variable length entry,
optionally representative scenes 1910, which may be analog,
digital, compressed form, or in a form related to the abstract
characterizations of the scenes formed in the operation of the
device. Finally, there are error correcting codes 1911 for the
catalog entry, which may also include advanced block
encoding schemes to reduce the affect of non-Gaussian
correlated errors which may occur on video tape, or other
transmission media. This information is preferably a modu-
lated digital signal, recorded on, in the case of Hi-Fi VHS,
one or more of the preexisting tracks on the tape, including
the video, overscan area, Audio, Hi-Fi stereo audio, SAP or
control tracks. It should be noted that an additional track
could be added, in similar fashion to the overlay of Hi-Fi
audio on the video tracks of Hi-Fi VHS. It is also noted that
similar techniques could be used with Beta format, 8 mm, or
other recording syslems, to provide the necessary indexing
functions.

The recording method is preferable a block encoding
method with error correction within each block, block
redundancy, and interleaving. Methods are known for reduc-
ing the error rate for digital signals recorded on unverified
media, such as videotape, which are subject to burst errors
and long term non-random errors. Such techniques reduce
the effective error rate to acceptable levels. These are known
to those skilled in the art and need not be discussed herein
in detail. A standard reference related to this topic is Digital
Communications by John G. Proakis, McGraw-Hill (1983),
which is incorporated herein by reference. The digital data
recording scheme is best determined according to the char-
acteristics of the recording apparatus. Therefore, if an, e.g.
Sony Corporation helical scan recording/reproducing appa-
ratus was employed, one of ordinary skill in the art would
initially reference methods of the Sony Corporation initially
for an optimal error correcting recording scheme, which are
available in the patent literature, in the U.S., Japan, and
internationally, and the skilled artisan would also review the
known methods used by other manufacturers of digital data
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recording equipment. Therefore, these methods need not be
explained herein in detail.

The catalog of entries is also preferably stored in non-
volatile memory, such as hard disk, associated with the VCR
controller. This allows the random selection of a tape from
a library, without need for manually scanning the contents of
cach tape. This also facilitates the random storage of record-
ings on tape, without the requirement of storing related
entries in physical proximity with one another so that they
may be easily located. This, in turn, allows more efficient use
of tape, because of reduced empty space at the end of a tape.
The apparatus is shown schematically in FIG. 20, in which
a tape drive motor 2001, controlled by a transport control
2002, which in turn is controlled by the control 2003, moves
a tape 2005 past a reading head 2004. The output of the
reading head 2004 is processed by the amplifier/
demodulator 2006, which produces a split output signal. One
part of the output signal comprises the analog signal path
2007, which is described elsewhere. A digital reading circuit
2008 transmits the digital information to a digital informa-
tion detecting circuit 2009, which in turn decodes the
information and provides it to the control 2003.

In order o retrieve an entry, the user interacts with the
same interface that is used for programming the recorder
functions; however, the user selects different menu
selections, which guide him to the available selections. This
function, instead of focusing mainly on the particular user’s
history in order to predict a selection, would analyze the
entire library, regardless of which user instituted the record-
ing. Further, there would likely be a bias against performing
identically the most recently executed function, and rather
the predicted function would be an analogous function,
based on a programmed or inferred user preference. This is
because it is unlikely that a user will perform an identical
action repeatedly, but a pattern may still be derived.

It is noted that the present library functions differ from the
prior art VHS tape index function, because the present index
is intelligent, and does not require the user to mark an index
location and explicitly program the VCR 1o shuttle to that
location. Rather, the index is content based. Another advan-
tage of the present library function is that it can automati-
cally switch media. Such a system might be used, for
example, if a user wishes to record, e.g., “The Tonight Show
With Johnny Carson” in highly compressed form, e.g.
MPLEG at 200:1 compression, excepl during the performance
ol a musical guest, at which time the recording should be as
lossless as possible. A normal VCR could hardly be used to
implement such a function even manually, because the tape
speed (the analogy of quality level) cannot be changed in

mid recording. The present system could recognize the 3

desired special segment, record it as desired, and indicate the
specific parameters on the information directory. The
recorded information may then be retrieved sequentially, as
in a normal VCR, or the desired selection may be prefer-

entially retrieved. If the interface of the present invention is

sel o automatically record such special requests, the catalog
section would then be available for the user to indicate
which selections were recorded based upon the implicit
request of the user. Because the interface has the ability to
characterize the input and record these characterizations in
the index, the user may make an explicit request different
from the recording criteria, after a selection has been
recorded. The controller would then search the index for
malching entries, which could then be retrieved based on the
index, and without a manual search of the entire tape. Other
advantages of the present system are obvious to those of
ordinary skill in the art.
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A library system is available from Open Eyes Video,
called “Scene Locator”, which implements a non-intelligent
system for indexing the contents of a videotape. See
NewMedia, November/December 1991, p. 69.

It is noted that, if the standard audio tracks are used to
record the information, then standard audio frequency
modems and recording/receiving methods are available.
These standard modems range in speed from 300 baud to
19,200 baud, e.g. v.FAST, v.32bis, etc. While these systems
are designed for dial-up telecommunications, and are there-
fore slower than necessary and incorporate features unnec-
essary for closed systems, they require a minimum of design
effort and the same circuitry may be multiplexed and also be
used for telecommunication with an on-line database, such
as a database of broadcast listings, discussed above.

The Videotext standard may also be used to record the
catalog or indexing information on the tape. This method,
however, if used while desired material is on the screen,
makes it difficult to change the information after it has been
recorded, because the videotext uses the video channel,
during non-visible scan periods thereof.

The use of on-line database listings may be used by the
present interface to provide information to be downloaded
and incorporated in the index entry of the library function,
and may also be used as part of the intelligent determination
of the content of a broadcast. This information may further
be used for explicitly programming the interface by the user,
in that the user may be explicitly presented with the avail-
able choices available from the database.

EXAMPLE 5

The present invention may incorporate characler recog-
nition from the video broadcast for automatic entry of this
information. This is shown schematically in FIG. 24, with
the inclusion of the videotext and character recognition
module 2414. This information is shown to be transmitted to
the event characterization unit 2407, where the detected
information is correlated with the other available informa-
tion. This information may also be returned to the control
2402. Examples of the types of information which would be
recognized are litles of shows, cast and crew from program-
ming material, broadcast special alerts, time (from digital
display on special access channels), stock prices from
“ticker tape” on special access channels, etc. Thus, this
technology adds functionality to the interface. In addition,
subtitled presentations could be recognized and presented
through a voice synthesizer, to avoid the necessity of reading
the subtitle. Further, foreign language subtitles could be
translated into, e.g., English, and presented.

The character recognition is performed in known manner
on a buffer memory containing a frame of video, from a
device such as a Data Translation DT2851, DT2853,
DT2855, DT2867, DT2861, DT2862 and DT2871. A con-
trast algorithm, run on, for example, a Data Translation
DT2858, DT2868, or DT2878, first removes the
background, leaving the characters. This works especially
well where the characters are of a single color, e.g. white, so
that all other colors are masked. After the “layer” containing
the information to be recognized is masked, an algorithm
similar to that used for optical character recognition (OCR)
is employed. These methods are well known in the art. This
may be specially tuned to the resolution of the video device,
e.g. NTSC, S-VHS, IDTV, Enhanced Definition Television
(EDTV) MUSE, PAL, SECAM, etc. In addition, since the
text normally lasts for a period in excess of one frame, a
spatial-temporal image enhancement algorithm may be
employed to improve the quality of the information to be
recognized.
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EXAMPLE 6

The present invention may also be incorporated into other
types of programmable controls, for example those neces-
sary or otherwise used in the control of a smart house. See,
“The Smart House: Human Factors in Home Automation”,
Human Factors in Practice, December 1990, 1-36. The user
interface in such a system is very important, because it must
present the relevant data to the user for programming the
control to perform the desired function. Asmart house would
likely have many rarely used functions, so that the presen-
tation of both the data and the available program options
must be done in the simplest manner consistent with the goal
of allowing the user to make the desired program choice. For
example, a smart house system might be used to execute the
program “start dishwasher, if more than half full, at 9:00
p.m.” A user who wishes to delay starting until 11:00 p.m.
would be initially presented with the default time as an
option, which would be simply modified by correcting the
starting time. The next time the user wishes to program the
device, an algorithm would change the predicted starting
time to, e.g. 10:00 p.m., which is a compromise between the
historical choices.

The smart house system also controls the climate control
system. Thus, it could coordinate temperatures, air flow and
other factors, based on learned complex behaviors, such as
individual movement within the dwelling. Since the goal of
the programming of the smart house is not based on the
storage of discrete information, but rather the execution of
control sequences at various times and under certain
circumstances, the control would differ in various ways from
that of a VCR. However, the user interface system, adaptive
user level, help system, and other human interface elements
would be common to both types of system. This differs from
the Fuzzy Logic controlled air conditioner available (in
Japan) from Mitsubishi in that that device does not have an
mtelligent interface of the present invention. It should also
be noted that the control for the VCR could be the same
control as that for the smart house, so that the common
elements are not redundant. Therefore, by applying a single
control to many tasks, a common user interface is used, and
the cost is reduced.

EXAMPLE 7

The present Example relates to a programmable environ-
mental controller application. In this case, a sensor or sensor
array is arranged to detect a change in the environment
which is related to a climatic condition, such as an open
door. On the occurrence of the door opening, the system
would apply a pattern recognition analysis to recognize this
particular sensor pattern, i.e. a mass of air at a different
temperature entering the environment from a single location,
or a loss of climate controlled air to a single location. These
sensor patterns must be distinguished from other events,
such as the action of appliances, movement of individuals in
the vicinity of the sensor, a shower and other such events. It
is noted that in this instance, a neural network based
adaptive controller may be more efficient, because the
mnstallation and design of such a system is custom, and
therefore it would be difficult to program a priori. In this
case, a learning system, such as a neural network, may be
more efficient and produce a better result than other adaptive
methods. The training procedure could be fully automated,
so long as sufficient sensors are provided for controlling the
system, and also that an initial presumption of the control
strategy is workable during the training period. In this case,
the initial strategy incorporated is the prior arl “bang-bang”
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controller, which operates as a simple thermostat, or multi-
zone thermostal. As a betler starting point, a fuzzy logic
temperature controller may be modeled and employed.
Other known strategies which are not often used in envi-
ronmental control include the proportional-integral-
differential controller (PID).

In this example, which may be described with reference
to FIG. 23, sufficient sensors in a sensor array 2301 are
provided, being light, temperature, humidity, pressure, air
flow and possibly a sensor for determining an event proxi-
mate to the sensor, such as door opening. While a single
sensor array 2301 could provide input to the present control,
a plurality of sensor arrays are preferably employed in
complex installations, such as that described here. The
sensors, with the possible exceptions of the flow sensor and
event sensor, are housed in a single sensor head. Further, the
temperature and pressure sensors may be combined in a
single integrated circuit by known methods. The light and
temperature sensors are known to those skilled in the art, and
need not be described herein. The pressure sensor may be a
Sensym strain gage pressure transducer, a Motorola pressure
transducer device, or other known pressure transducer, and
may also be a derivative of the Analog Devices monolithic
accelerometer. These devices are known in the art. The
humidity sensor is preferably an electronic type, producing
an electrical signal output. It need not be internally com-
pensated for the other measured environmental factors. The
air flow sensor may be based on pressure differentials, using
the pressure sensor described above, or may be a mechanical
vane type. In most applications, a single flow axis will be
sufficient, however, in some circumslances, a two or grealer
axis sensor will be required. Further, in the case of large
volume areas, complex turbulent flow patterns may be
relevant, for which known sensors exist. The event sensor
may be of any type, and depends particularly on the event
being measured. In the present case, where a door opening
is to be detected, it is preferred that the environmental
control be interfaced with a perimeter intrusion alarm
system, which, for example, provides a magnet embedded in
the door and a magnetic reed switch in the door frame.
Individual sensors are normally wired to the alarm control
panel, thus providing central access to many or all of the
desired event detection sensors while minimizing the added
cosl. The event detector may also be an ultrasonic, infrared,
microwave-doppler, mechanical, or other type of sensor.

The preferred method of receiving sensor information is
through a serial digital or multiplexed analog (i.c., 4-20 mA
transmitter) data transmission scheme, with minimal local
processing of the sensor data by the microprocessor 2302
with the serial link 23024 in the sensor head. This system
allows the central control 2303 to incorporate the desired
processing, ¢.g., by the pattern recognition system 2304,
ele., while minimizing the installation expense. A simple
microprocessor device 2302 in the sensor head interfaces the
sensing elements, and may provide analog-to-digital
conversion, or other conversion which may be necessary, of
the sensor signal. In the case of a serial digital data
transmission, the local microprocessor formats the sensor
data, including a code indicating the sensor serial number
and type, the sensor status (i.e., operative, defective, in need
of maintenance or calibration, etc.), the sensor data, and an
error correcting code. In the case that the data is transmitted
on a local area network, the microprocessor also arbitrates
for bus usage and the messaging protocol.

The control, it must be understood, has a number of
available operative systems at its disposal, comprising the
plant 2306. In this case, the system is a forced air heating and
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cooling system. This system has a heating unit, a humidifier,
blowers, a cooling unit (which also dehumidifies), ducts,
dampers, and possible control over various elements, such as
automated door openers.

As described above, the system is installed with a com-
plete array of sensors, some of which may be shared with
other control systems in the environment, and begins opera-
tion with a basic acceptable initial control protocol. The
system then receives data from the sensors, and correlates
data from the various sensors, including the event sensors,
with the operation of the systems being controlled. In such
a case, a “door open” event may be correlated with a change
in other measured variables. The system then correlates the
control status with the effect on the interrelation of the
measured variables. Thus, the system would detect that if the
blower is operating while the door is open, then there is a
high correlation that air will fow out of the door, unless a
blower operates to recirculate air from a return near the door.
Thus, the system will learn to operate the proximate return
device while the door is open and the blower is on. Once this
correlation is defined, the system may further interrelate the
variables, such as a wind speed and direction outside the
door, effects of other events such as other open doors, the
absolute and relative speeds of the blowers and the return
device, the effect of various damper devices, ete. It is further
noted that, under some circumstances, an exchange of air
through an open door is desired, and in such instance, the
system may operate to facilitate the flow through such an
open door. Finally, the system must be able to “learn™ that
conditions may exist which produce similar sensor patterns
which should be handled differently. An example is a broken
or inoperative sensor. In such a case, the system must be able
to distinguish the type of condition, and not execute an
aggressive control algorithm in an attempt to compensate for
an erroneous reading or otherwise normal event. This
requires the intelligent control of the present invention.

It is further noted that energy efficiency is a critical issue
in climate control systems, and an absolute and continuous
control over the internal environment may be very ineffi-
cient. Thus, the starting of large electrical motors may cause
a large power draw, and simultancous starting of such
equipment may increase the peak power draw of a facility,
causing an increase in the utility rates. Further, some facili-
ties may operale on emergency or privale power generation
(co-generation) which may have different characteristics and
efficiency criteria. These must all be considered in the
intelligent control. It is also noted that a higher efficiency
may also be achieved, in certain circumstances, by employ-
ing auxiliary elements of the climate control system which
have a lower capacity and lower operating costs than the
main elements. Thus, for example, if one side of a building
is heated by the sun, it may be more efficient to employ an
auxiliary device which suitably affects only a part of the
building. Thus, if such equipment is installed, the aggregate
efficiency of the system may be improved, even if the
individual efficiency of an element is lower. The present
intelligent control allows a fine degree of control, making
use of all available control elements, in an adaptive and
mntelligent manner.

Returning to the situation of a door opening event, the
system would take appropriate action, including: interrup-
tion of normal climate control until after the disturbance has
subsided and normal conditions are achieved; based on the
actual climatic conditions or predicted climatic conditions
begin a climate compensation control, designed to maximize
efficiency and also maintain climatic conditions during the
disturbance, as well as return to normal after the disturbance;
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optionally, during the door opening disturbance, the system
would control a pressure or flow of air to counterbalance a
flow through the door, by using a fan, blower or other
device, or halting such a device, if necessary. It is also noted
that the climatic control system could also be outfitted with
actuators for opening and closing doors and windows, or an
interface with such other system, so that it could take direct
action to correct the disturbance, e.g., by closing the door.
The climate between the internal and external ambients may
differ in temperature, humidity, pollutants, or other climatic
conditions, and appropriate sensors may be employed.

It is thus realized that the concepts of using all available
resources to conirol an event, as well as using a predictive
algorithm in order to determine a best course of action and
a desired correction are a part of the present invention.

EXAMPLE 8

A remote control of the present invention may be con-
structed from, for example, a Micromint (Vernon, Conn.)
RTC-LCD, RTC-V25 or RTC-HC11 or RTC180 or RTC31/
52, and RTC-SIR, in conjunction with an infrared transmit-
ter and receiver, input keys and a compatible trackball,
which may provide raw encoder signals, or may employ a
serial encoder and have a serial interface to the processor
module. A power supply, such as a battery, is used. The use,
interfacing and programming of such devices is known lo
those skilled in the art, and such information is generally
available from the manufacturer of the boards and the
individual circuit elements of the boards. The function of
such a remote control is to receive inputs from the trackball
and keys and to transmit an infrared signal to the controller.
The processor and display, if present, may provide added
functionality by providing a local screen, which would be
useful for programming feedback and remote control status,
as well as compressing the data stream from the trackball
into a more efficient form. In this case, certain of the
extracted information may be relevant to the determination
of the user level, so that information related to the user level
would be analyzed and transmitted separately to the con-
troller by the infrared transmitter. If the local LCD screen is
used in the programming process, then the main controller
would transmit relevant information to the remote display,
by a reverse infrared link. These components are known in
the art, and many other types may also be used in known
manner.

EXAMPLE 9

The interface and intelligent control of the present inven-
tion are applicable to control applications in medicine or
surgery. This system may also be described with reference to
the generic system drawings of FIGS. 23 and 24. In this case,
an operator identifies himsell and enters information regard-
ing the patient, through the interface 2305. The interface
2305 automatically loads the profile 2406 of both the
operator and the patient, if the device is used for more than
one at a time, and is connected to a database containing such
information, such as a hospital central records bureau. The
interface may be connected to various sensors, of the input
device 2401, such as ambient conditions (lemperature,
humidity, etc.), as well as data from the patient, such as
electrocardiogram (EKG or ECG), electromyograph (EMG),
electroencephalogram (EEG), Evoked Potentials, respirator,
anesthesia, temperature, catheter status, arterial blood gas
monitor, transcutaneous blood gas monitor, urinary output,
intravenous (I'V) solutions, pharmaceutical and chemo-
therapy administration data, mental status, movement,
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pacemaker, ctc. as well as sensors and data sources separate
from the patient such as lab results, radiology and medical
scanner data, radiotherapy data and renal status, etc. Based
on the available information, the interface 2405, using the
simple input device and the display screen described above,
presents the most important information to the operator,
along with a most probable course of action. The user then
may either review more parameters, investigate further
treatment options, input new data, or accept the presented
option(s). The system described has a large memory in the
signal analysis module 2409 for recording available patient
data from the signal receiver 2408, and thus assists in
medical record keeping and data analysis, as well as diag-
nosis. While various systems are available for assisting in
both controlling medical devices and for applying artificial
intelligence to assist in diagnosis, the present system allows
for individualization based on both the service provider and
the patient. Further, the present invention provides the
improved interface for interaction with the system. It is
further noted that, analogously to the library function dis-
cussed above, medical events may be characterized in the
characterization unit 2407 and recorded by the plant 2404,
s0 that a recording of the data need not be reviewed in its
entirety in order (o locate a particular significant event, and
the nature of this event need not be determined in advance.
It is also noted that the compression feature of the recorder
of the present invention could be advantageously employed
with the large volume of medical data that is often generated.
It is finally noted that, because of its ability to store and
correlate various types of medical data in the characteriza-
tion unit 2407, the system could be used by the operator to
create notes and discharge summaries for patients, using the
database stored in the local database 2413, as well as the user
history and preferences 2406. Thus, in addition to saving
time and effort during the use of the device, it would also
perform an additional function, that of synthesizing the data,
based on medical significance.

In addition to providing the aforementioned intelligence
and ecase of use, the present example also comprises a
control 2402, and may interface with any of the sensors and
devices, performing standard control and alarm functions.
However, because the present control 2402 is intelligent and
has pattern recognition capability, in addition to full data
integration from all available data sources, it may execute
advanced control functions. For example, il the present
control 2402 is interfaced to a controlled infusion pump for,
¢.g., morphine solution, in e.g., a terminally ill patient, then
certain parameters must be maintained, while others may be
flexible. For example, a maximum flow rate is established as
a matter of practice as a safety measure; too high a flow rate
could result in patient death. However, a patient may not
need a continuous infusion of a constant dose of narcotic.
Further, as the patient’s status changes, the level of infusion
may be advantageously altered. In particular, if the renal
status of the patient were to change, the excretion of the drug
may be impaired. Therefore, if the controller had a urinary
output monitor, it could immediately suppress the morphine
infusion as soon as the renal output is recognized as being
decreased, and further indicate an alarm condition. Further,
it may be advantageous to provide a diurnal variation in the
infusion rate, to provide a “sleep™ period and a period of
heightened consciousness with correspondingly lower levels
of narcosis.

As another example of the use of the present device as a
medical controller, the control 2402 could be interfaced with
a cardiac catheter monitor, as a part of the signal receiver
2408. In such a case, normally, alarms are set based on outer
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ranges of each sensor measurement, and possibly a simple
formula relating two sensor measurements, (o provide a
useful clinical index. However, by incorporating the
advanced interface and pattern recognition function of the
present invention, as well as its ability to interface with a
variety of unrelated sensors, the present device, including
the present control, may be more easily programmed to
execute control and alarm functions, may provide a central-
ized source of patient information, including storage and
retrieval, if diverse sources of such information are linked,
and may execule advanced, adaptive control functions. The
present control 2402 is equipped to recognize trends in the
sensor data from the signal receiver 2408, which would
allow earlier recognition and correction of various abnormal
conditions, as well as recognizing improvements in
conditions, which could allow a reduction in the treatment
necessary. Further, by allowing a fine degree of control,
parameters may be maintained within optimal limits for a
grealer percentage of the time. In addition, by monitoring
various sensors, various false alarms may be avoided or
reduced. In particular, false alarms may occur in prior art
devices even when sensors do not indicate a dangerous
condition, merely as a safety precaution when a particular
parameter is outl of a specified range. In such a case, if a
cause of such abnormal condition may be identified, such as
patient movement or the normal activities of the patient’s
caretakers, then such condition may be safely ignored,
without indicating an alarm. Further, even if a sensor param-
eter does in and of itself indicate a dangerous condition, if
a cause, other than a health risk, may be identified, then the
alarm may be ignored, or at least signalled with a different
level of priority. By providing an intelligent and active filter
for false alarm events, the system may be designed to have
a higher level of sensitivity to real health risks, and further
to provide a finer level of control based on the sensor
readings.

EXAMPLE 10

The present invention is also of use in automated
securities, debt, variable yield and currency trading systems,
where many complex functions are available, vet often a
particular user under particular circumstances will use a
small subset of the functionality available at a given time.
Such a situation would benefit from the present interface,
which provides adaptive user levels, prioritized screen infor-
mation presentation, and pattern recognition and intelligent
control. A securities trading system is disclosed in U.S. Pat.
No. 5,034,916, for a mouse driven Fast Contact Conversa-
tional Video System, incorporated herein by reference. The
present system relates primarily to the user terminal,
wherein the user must rapidly respond to external events, in
order to be successful. In such a case, the advantages of the
interface aspects are obvious, and need not be detailed
herein. However, the pattern recognition functions of the
present invention may be applied to correspond to the
desired actions of the trader, unlike in prior intelligent
trading systems, where the terminal is not individually and
adaptively responsive to the particular user. Thus, the system
exploits the particular strengths of the user, facilitating his
actions, including: providing the desired background infor-
mation and trading histories, in the sequence most preferred
by the user; following the various securities to determine
when a user would execute a particular fransaction, and
notifying the user that such a condition exists; monitoring
the success of the user’s strategy, and providing suggestions
for optimization to achieve greater gains, lower risk, or other
parameters which may be defined by the user. Such a system,
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rather than attempting to provide a “level playing field”,
allows a user to use his own strategy, providing intelligent
assistance.

EXAMPLE 11

The fractal method employing Affine transforms may be
used to recognize images. This method proceeds as follows.
A plurality of templates are stored in a memory device,
which represent the images to be recognized. These tem-
plates may be preprocessed, or processed in parallel with the
remainder of the procedure, in a corresponding manner.
Image data, which may be high contrast line image,
greyscale, or having a full color map, the greyscale being a
unidimensional color map, is stored in the data processor,
provided for performing the recognition function. A plurality
of addressable domains are generated from the stored image
data, each of the domains representing a portion of the image
information. It is noted that the entire image need not be
represented, only those parts necessary for the recognition,
which may be determined by known methods. From the
stored image data, a plurality of addressable mapped ranges
are created, corresponding to different subsets of the stored
image data. Creating these addressable mapped ranges,
which should be uniquely addressable, also entails the step
of executing, for each of the mapped ranges, a correspond-
ing procedure upon the one of the subseis of the stored
image data which corresponds to the mapped ranges. Iden-
tifiers are then assigned to corresponding ones of the
mapped ranges, each of the identifiers specifying, for the
corresponding mapped range, a procedure and a address of
the corresponding subset of the stored image data. The
treatment of the template and the image data is analogous,
so that the resulting data is comparable. The domains are
optionally each subjected to a transform, which may be a
predetermined rotation, an inversion, a predetermined
scaling, and a predetermined frequency domain preprocess-
ing transform. This transform is used to optimize the
procedure, and also to conform the presentation of the image
data with the template, or vice versa. Each of the domains
need not be transformed the same way. For each of the
domains or transformed domains, as may be the case, the
one of the mapped ranges which most closely corresponds
according to predetermined criteria, is selected. The image
is then represented as a set of the identifiers of the selected
mapped ranges. Finally, from the stored templates, a tem-
plate is selected which most closely corresponds to the set of
identifiers representing the image information. It is preferred
that, for each domain, a most closely corresponding one of
the mapped ranges be selected. By performing analogous
operations on a template and an unrecognized object in an
image, a correspondence between the two may be deter-
mined.

In selecting the most closely corresponding one of the
mapped ranges, for each domain, the mapped range is
selected which is the most similar, by a method which is
appropriate, and may be, for example, selecting minimum
Hausdorft distance from the domain, selecting the highest
cross-correlation with the domain, the minimum mean
square error with the domain and selecting the highest fuzzy
correlation with the domain. Neural network energy mini-
mization may also yield the best fit, and other techniques
may also be appropriate.

In particular, the step of selecting the most closely cor-
responding one of mapped ranges according to the minimum
modified Hausdorff distance includes the step of selecting,
for each domain, the mapped range with the minimum
modified Hausdorfl distance calculated as D[db,mrb]+D[1-
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db,1-mrb], where D is a distance calculated between a pair
of sets of data ecach representative of an image, db is a
domain, mrb is a mapped range, 1-db is the inverse of a
domain, and 1-mrb is an inverse of a mapped range.

In the case where the digital image data consists of a
plurality of pixels, cach having one of a plurality of asso-
ciated color map values, the method includes a matching of
the color map, which as stated above, includes a simple grey
scale. In such a case, the method is modified to optionally
transform the color map values of the pixels of each domain
by a function including at least one scaling function, for each
axis of said color map, each of which may be the same or
different, and selected to maximize the correspondence
between the domains and ranges to which they are to be
matched. For each of the domains, the one of the mapped
ranges having color map pixel values is selected which most
closely corresponds to the color map pixel values of the
domain according to a predetermined criteria, wherein the
step of representing the image color map information
includes the substep of representing the image color map
information as a set of values each including an identifier of
the selected mapped range and the scaling functions. The
correspondence method may be of any sort and, because of
the added degree of complexity, may be a different method
than that chosen for non-color images. The method of
optimizing the correspondence may be minimizing the
Hausdorf' distance or other “relatedness” measurement
between each domain and the selected range. The recogni-
tion method concludes by selecting a most closely corre-
sponding stored template, based on the identifier of the color
map mapped range and the scaling functions, which is the
recognized image.

In the case of moving images, the method is further
modified to accommodate time varying images. These
images usually vary by small amounts between frames, and
this allows a statistical improvement of the recognition
function by compensating for a movement vector, as well as
any other transformation of the image. This also allows a
minimization of the processing necessary because redundant
information between successive frames is not subject to the
full degree of processing. Of course, if the image is sub-
stantially changed, then the statistical processing ceases, and
a new recognition function may be begun, “flushing” the
system of the old values. The basic method is thus modified
by storing delayed image data information, i.e., a subsequent
frame of a moving image. This represents an image of a
moving object differing in time from the image data in the
data processor. A plurality of addressable further domains
are generated from the stored delayed image data, each of
the further domains representing a portion of the delayed
image information, and corresponding to a domain. Thus, an
analogous transform is conducted so that the further
domains each are corresponding to a domain. A plurality of
addressable mapped ranges corresponding to different sub-
sets of the stored delayed image data are created from the
stored delayed image data. The further domain and the
domain are optionally matched by subjecting a further
domain to a corresponding transform selected from the
group consisting of a predetermined rotation, an inversion,
a predetermined scaling, and a predetermined frequency
domain preprocessing transform, which corresponds to a
transform applied to a corresponding domain, and a non-
corresponding transform selected from the group consisting
of a predetermined rotation, an inversion, a predetermined
scaling, a translation and a predetermined frequency domain
preprocessing transform, which does not correspond to a
transform applied to a corresponding domain. For each of
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the further domains or transformed further domains, the one
ol the mapped ranges is selected which most closely corre-
sponds according to predetermined criteria. A motion vector
is then computed between one of the domain and the further
domain, or the set of identifiers representing the image
information and the set of identifiers representing the
delayed image information, and the motion vector is stored.
The further domain is compensated with the motion vector
and a difference between the compensated further domain
and the domain is computed. For each of the delayed
domains, the one of the mapped ranges is sclected which
most closely corresponds according to predetermined crite-
ria. The difference between the compensated further domain
and the domain is represented as a set of difference identi-
fiers of the selected mapping ranges and an associated
motion veclor.

This method is described with respect to FIGS. 27, 28 and
29. FIG. 27 is a basic low diagram of the recognition system
of the present invention. FIG. 28 provides a more detailed
description, including substeps, which are included in the
major steps shown in FIG. 27. Basically, the image, or a part
thereof, is decomposed into a compressed coded version of
the scene, by a modified fractal-based compression method.
In particular, this differs from the prior compression algo-
rithms in that only a part, preferably that part containing
objects of interest, need be processed. Thus, if a background
is known (identified) or uninteresting, it may be ignored.
Further, the emphasis is on matching the available templates
to produce an image recognition, not achieving a high
degree of compression. Therefore, the image, or domains
thereof, may be transformed as required in order to facilitate
the matching of the templates. As with respect to single
images, the templates are represented in analogous form,
having been processed similarly, so that a comparison of the
relatedness of an object in an image and the templates may
be performed. In particular, if an oblique view of an object
is presented, then either the object may be transformed to
achieve a predicted front view, or the template transformed
or specially selected to correspond to the oblique view.
Further, once a recognition has taken place with a high
degree of certainty, the system need only ensure that the
scene has not changed, and need not continually process the
data. This has implications where multiple recognition pro-
cesses are occurring simultaneously, either in a single scene
or in different images, wherein the throughput of the rec-
ognition apparatus need not meet that required for de novo
recognition of all aspects of all the objects or images.

FIG. 30 shows a flow diagram of a cartoon-like repre-
sentation of an image recognition method of the present
invention. It shows initially, an input image 3001, having a
degree of complexity. A windowing function 3002 isolates
the object from the background. A first order approximation
ol the image is generated 3003, here called a mapping
region. The first order approximation is then subtracted from

the initial image to produce a difference 3004. The first order :

error is then subjected, iteratively, to successive transform
and subtract operations 3005 and 3006, until the error is
acceptably small, at which point the input image is charac-
terized by a series of codes, representing the first order
approximation and the successive transforms, which are
stored 3008. These codes are then compared with stored
templates 3009. The comparisons are then analyzed to
determine which template produces the highest correlation
3010, and the match probability is maximized 3011. The
recognized image is then indicated as an output 3012,
This system is shown in FIG. 26, wherein a sensor 2602
provides data, which may be image data, to a control 2601.
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The control 2601 serves to control the plant 2603, which has
an actuator. The plant 2603 is in this case a VCR. The control
2601 has associated with it an intermediate sensor data
storage unit 2611, which may be, for example a frame buffer.
The control 2601 also has associated with it a transform
engine 2612, which may perform a reversible or irreversible
transform on the data or stored data.

The system also has a template input 2610, which may
receive data from the sensor 2602, if accompanied by
identifying information. Thus, the pattern storage memory
2609 stores a pattern, such as an image pattern, along with
an identifier.

The control 2601 also has an input device 2604, an
on-screen display interface 2605, and a program memory
2606, for inputting instructions from a user, providing
feedback to the user, and recording the result of the user
interaction, respectively. Finally, a characterization network
2607 characterizes the sensor 2602 data, which may be
provided directly from the sensor 2602 or preprocessing
circuitry, or through the control 2601. A correlator 2608
correlates the output of the characterization network with the
stored patterns, representing the templates from the template
input 2610. The system therefore operates to recognize
sensor patterns, based on the correlator 2608 output to the
control 2601.

A determination is made of the complexity of the differ-
ence based on a density of representation. In other words, the
error between the movement and transform compensated
delayed image and the image is quantified, to determine if
the compensation is valid, or whether the scene is signifi-
cantly changed. When the difference has a complexity below
a predetermined threshold, a template is selected, from the
stored templates, which most closely corresponds or corre-
lates with both the set of identifiers of the image data and the
set of identifiers of the delaved image data, thus improving
recognilion accuracy, by allowing a statistical correlation or
other technique. For example, if the two images both have
a high correlation with one template, while a first of the
images has a slightly higher correlation with another
template, while the second image has a much lower corre-
lation with that other template, then the system would score
the first template as a better match to the first image.

It should be understood that the preferred embodiments
and examples described herein are for illustrative purposes
only and are not to be construed as limiting the scope of the
present invention, which is properly delineated only in the
appended claims.
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What is claimed is:

1. A human interface device for a user comprising:

a data transmission selector for selecting at least one of a
plurality of simultancously transmitted programs being
responsive 1o an input;
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a program database containing information relating to at
least one said plurality of programs, having an output;

a graphical user interface for receiving user commands;
and

a controller for controlling said graphical user interface
and said data transmission selector, said controller
determining a user characteristic based on implicit data,
receiving said output of said program database and
presenting, based on said user characteristic and said
program database, information relating to at least one
of said plurality of programs on said graphic user
interface in association with a command, said graphic
user interface allowing the user to select said command
and thereby authorize an operation in relation to said at
least one of said plurality of programs.

2. The interface device according to claim 1, further

comprising:

a plurality of stored profiles;

a processor for characterizing input to said graphic user
interface to produce a characterized user input; and
means for comparing said characterized user input with at
least one of said stored profiles to produce a compari-

son index,

wherein said graphic user interface is modified on the
basis of said comparison index.

3. The interface device according to claim 1, further

comprising;

an image analyzer for analyzing at least one of said
plurality of programs, and providing an analysis to said
controller, said controller associating commands with
said at least one of said plurality of programs based on
said analysis.

4. The interface device according to claim 1, wherein said

graphic user interface comprises:

(a) an image display device having at least two dimen-
sions of display, providing visual image feedback to a
user; and

(b) a multidimensional input device having at least one
independent axis of operability, said axis corresponding
to an axis of said display device, and having an output,

so that the user may cause said input device to produce a
change in an image of said display device by translating
a repositionable indicator portion of said display along
said at least one axis of operability, based on said visual
image feedback received from said image display
device, said indicator portion being repositioned to a
translated location of said display device corresponding
1o a user input.

5. The interface device according to claim 1, wherein said
determined user characteristic relates indirectly to said
received user commands.

6. An apparatus, receiving an input from a human user
having a user characteristic, comprising:

an input device, producing an input signal from the human
user inpui;

a display for displaying information relating to the input
from the user and feedback on a current state of the
apparatus, having an alterable image type;

an input processor for exiracting an input instruction
relating to a desired change in a state of the apparatus
from the input signal;

a detector for detecting one or more temporal-spatial user
characteristics of the input signal, independent of said
input instruction, selected from the group consisting of
a velocity component, an efficiency of input, an accu-
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racy of input, an interruption of input and a high
frequency component of input;

a memory for storing data related to said user character-
istics; and

a controller for altering said image type based on the user
characteristics.

7. The apparatus according to claim 6, wherein said
controller alters said image type based on an output of said
detector and said stored data so that said display displays an
image type which corresponds to said detected user charac-
teristics.

8. The apparatus according to claim 6, being for control-
ling the causation of an action on the occurrence of an event,
further comprising:

a control for receiving said input instruction and storing a
program instruction associated with said input
instruction, said control having a memory sufficient for
storing program instructions to perform an action on
the occurrence of an event; and

a monitor for monitoring an environment of said appara-
tus to determine the occurrence of the event, and
causing the performance of the action on the occur-
rence of the event.

9. The apparatus according to claim 8, wherein said
controller alters said image type based on an output of said
detector and said stored data so that said display means
displays an image type which corresponds to said detected
user characteristics.

10. A programmable device, comprising:

an input for receiving path dependant and path indepen-
dent user data;

a filter, separating said path dependant user data as user
characterization data and said path independent user
data as instructions;

a memory for storing said user characterization data;

a processor for executing said instructions; and

a feedback device, presenting information relating to said
instructions and said stored user characterization data.

11. The device according to claim 10, further comprising:

a hierarchical command structure of said processor, said
command structure having commands of different
function; and

means for predicting a probability of execution of a
plurality of commands based on said input,

said feedback device presenting commands based on at
least said predicted probabilities.

12. The device according to claim 10, further comprising:

an input for receiving environmental data;

a hierarchical command structure of said processor, said
command structure having commands of different
function; and

means for predicting a probability of execution of a
plurality of commands based on said environmental
data,

said feedback device presenting commands based on at
least said predicted probabilities.

13. The device according to claim 12, wherein said
environmental data comprises a plurality of audio or image
data streams.

14. The device according to claim 13, wherein said
processor selectively processes an audio or image stream.

15. The device according to claim 12, wherein said means
for predicting comprises a pattern matching processor com-
paring environmental data patterns with stored data patterns.
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16. The device according to claim 10, wherein said path
dependant user data is selected from the group consisting of
a velocity component, an efficiency of input, an accuracy of
input, an interruption of input and a high frequency com-
ponent of input.

17. The device according to claim 10, wherein said path
independent user data comprises an input status.

18. The device according to claim 10, wherein said input
and said feedback device comprise a graphic user interface
having at least two input axes.

19. The programmable device according to claim 10,
further comprising:

a display for displaying information relating to the input
from the user and feedback on a current state of the
apparatus, having an alterable image type;

said filter being an input processor, for separating said
path independent data as an input instruction relating to
a desired change in state of the apparatus; and

a detector for detecting one or more temporal-spatial user
characteristics of the input signal as path dependent
data, independent of said input instruction, selected
from the group consisting of a velocity component, an
efficiency of input, an accuracy of input, an interruption
of input and a high frequency component of input,

said feedback device being responsive to said processor
for altering an image type of said display based on said
user characteristics.

20. The programmable device according to claim 10,

further comprising:

a data transmission selector for selecting at least one of a
plurality of simultaneously transmitted programs being
responsive to an input;

a program database containing information relating to at

least one said plurality of programs, having an output; -

a graphical user interface for receiving user commands,
comprising said input and said feedback device; and

a controller, comprising said filter, said processor and said
memory, for controlling said graphical user interface
and said data transmission selector, said controller
determining a user characteristic as said user charac-
terization data, receiving said output of said program
database and presenting, based on said user character-
istic and said program database, information relating to
at least one of said plurality of programs on said
graphic user interface in association with a command,
said graphic user interface allowing the user to select
said command and thereby authorize an operation in
relation to said at least one of said plurality of pro-
orams.

21. A buman interface device for a user comprising:

a user interface for receiving user commands, having an
image information display and a user input defining a
spatial relationship with said information display;
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a media data processor, adapted to selectively process at
least one transmitted media program selected from the
group consisting of a plurality of transmitted media
programs, being responsive lo a selection input;

a database containing information relating to a plurality of
media programs, said information contained in said
database being accessible through an interface system;
and

a control system, for:

(a) controlling said user interface to present display
information relating to a state of said control and
receiving user input;

(b) controlling said media data processor to selectively
process at least one transmitted program through said
selection input;

(¢) determining a user characteristic based on implicit
data, having a relation to said information relating to
a plurality of media programs stored in said data-
base;

(d) processing said determined user characteristic and
at least a portion of said information contained in
said database, selectively and differentially process-
ing information relating to at least one of said media
programs;

(¢) presenting to the user said selectively and differen-
tially processed information relating to at least one of
said media programs;

(f) receiving, from the user, a command, said command
relating to a desired function of said media data
Processor.

22. The human interface device according to claim 21,
wherein said user characteristic is determined based on a
temporal-spatial characteristic of said user input.

23. The interface device according to claim 21, wherein
said media data processor comprises a selector for selecting
a transmitted media program.

24. The interface device according to claim 21, wherein
said media programs comprise video data streams.

25. The interface device according to claim 21, wherein
said selective and differential processing of information
relating to at least one of said media programs comprises
outputting a set of identifications of selected media pro-
grams.

26. The interface device according to claim 21, wherein
said selective and differential processing of information
relating to at least two of said media programs to produce an
output of a non-zero degree of correspondence of said at
least two of said media programs with said determined user
characteristic.

27. The interface device according to claim 21, wherein
said determined user characteristic relates indirectly to said
received user commands.



